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The Director General Maritime Engineering and Maintenance (DO4fE) is
pleased to present the Proceedings of the Sixth Ship Control System
Symposium held at the Chateau Laurier/National Conference Centre complex in
Ottawa, Canada, 26-30 (tober 1981. This is the sixth in a series of sympo-
sia on ship control systems. The First Ship Control Systems Symposium was
convened in 1966.

The technical papers presented at the Symposium and published in
these proceedings cover the entire spectrum of ship control systems and
provide an insight into technological developments which are continuously
offering the ship control system designer new options in addressing the
complex man/machine operation. The microprocessor and its apparently
unlimited development potential in future digital, distributed control
system appears ready to reshape the conventional concepts now so familiar
in control system designs. There are many concerns that the advantages of
the new technologies will be negated by the inability of training system to
graduate technicians who can adequately cope with these new systems.

The response to "Call For Papers" was outstanding and the papers
selection committee constrained by the time available for presentations, was
hard pressed to make their final selections from the many fine abstracts
submitted. The final papers represent a unique international flavour which
includes authors from every facet of the ship control system community. The
final program is a balance of both theoretical and practical control system
papers.

These Proceedings constitute the major record of the Sixth Ship
Control Systems Symposiumn. The contents indicate the success of the
Symposium and provide some insight into the effort that was required to
ensure this success. The Symposium organizing committee, advisory groups,
publications branch, authors, session chairmen, international coordinators,
clerical and administrative personnel, and management all provided positive
and cooperative support to the many tasks that had to be performed in
organizing and presenting the Symposium.

This Symposium has continued to explore and present a number of
specific aspects of ship control systems and undoubtly the next symposium
will include new concepts and ideas which were unavailable for this
Symposium. As in the past, we hope these Proceedings become a source docu-
ment on ship control along with the previous proceedings. It is our hope
that the Symposium has provided stimulation to those who will continue to
advance this technical field.

Bruce H. Baxter
General Chairman
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STANDARDIZATION AND AUTOMATION IN ENGINEERING OPERATING SYSTEMS:
HUMAN FACTORS ENGINEERING INPUTS

By Russell A. Benel and Thomas B. Malone
Essex Corporation

ABSTRACT

In sirveys of human factors engineering (HFE) problems on ships, problems with
engineering spaces are usually cited as most critical. A recent survey of ship propulsion
engineering systems indicated a general absence of HFE consideration in system equipment
design. These problems directly affected ship readiness, propulsion system availability, and
personnel safety. Documented in the survey were specific problem areas where HIFE
criteria were ignored, with the result that the systems were unsafe and difficult to
maintain, required extensive time to repair, and had experienced less than acceptable
availability.

Similar results have been recorded in a number of other studies addressing the
adequacy of the application of lIFE technology to ship engineering systems. The DOD Task
Force on Test and Evaluation stated in 1974 that it had discovered "a surprisingly large
number of instances in which designs lacked adequate human factors considerations and,
notable from a test and evaluation point of view, many in which development testing did not
lead to early awareness of the problems." Apparently, more attention must be given to
human factors in the initial design of propulsion engineering systems, and during
modification and update of systems equipment. In addition, test and evaluation should be
planned and conducted so as to ensure that human factors requirements have been
adequately considered during design.

The implications of this problem are becoming more serious and also more obvious
with the extensive application of automation to propulsion engineering systems on new ships.
One major problem is that HFE principles are ignored when the decision is made to
automate a system. Man is not superfluous to the operation of an automated system; on the
contrary, he must perform such functions as monitoring, supervising, decisionmaking,
managing, and intervening to take control from the automatic system.

Overlaying the console standardization process on these problems proves a difficult
operational problem. This problem is multifaceted, including the cost of retrofitting
existing ships, revision of training programs and manuals, type of standardization, and the
degree to which a single standardization concept can apply equally to different ships, ship
types, and types of propulsion systems. A related problem is acceptability of
standardization by operators, designers and the industry. Thus, there is a great need for
liFE inputs to ship propulsion engineering systems in general. Specifically, urgent inputs
will be needed to ensure that as standardization and automation are implemented, HFE
guidelines are applied.

The paper to be presented will outline an adaptation of Essex's man-systems
integration approach. This approach is germane to these problems, has proven successful
when applied to other equally complex systems, increases system safety, and meets with
operator approval. The essence of the approach is twofold: the human operator is a critical
element in the system, to be integrated with other elements such as hardware, software, and
information; and design is dependent upon the comprehensive identification, analysis, and
integration of requirements. Emphasis on the human operator makes this primarily an lIFE
approach and emphasis on requirements makes it a systems approach.
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INTRODUCTION

In the Fifth Ships Control Systems Symposium a number of papers were addressed to
the issue of automation in shipboard systems and apparently this trend has continued in the
current symposium. Many of these papers are concerned with engineering issues in the
implementation of automated control, but there have been discussions on the desirability of
automation as a control procedure, particularly for propulsion systems. Holland and
Fitzpatrick (1) succinctly reviewed the development of automation as a concept within the
U.S. Navy. They noted a study was under way to insure that designs being introduced into
the fleet were not overly complex or overdesigned. Two of the newest surface combatant
classes (FFG 7 and DD 963) already have highly automated propulsion control systems.
These ships' propulsion control systems will be operated in essentially the current
configuration throughout their life cycle, probably in excess of two decades. Therefore, any
approach to problems in automation must address designing retrofits for existing systems, as
well as, inputs for emerging or planned systems.

The desirability of automation can be seen through analysis of life cycle costs wherein
savings can easily approach and probably exceed one million dollars if one three- man watch
station is eliminated for the assumed 20-year life of the ship (2). This is made all the more
attractive when estimates of g0 percent of the annual operating cost are attached to the
personnel factor and this factor represents perhaps half of the life cycle costs (perhaps more
when salary inflation is accounted for). Not surprisingly, very similar conclusions have been
reached by researchers looking at the british Royal Navy (3).

Recently this basic rationale for automation has been called into question. Propulsion
plant manning may not be reduced by automation. Reasons for this include lack of operator
trust in the system, failure of the system to perform in the automatic mode, lack of skilled
operators, and ingrained conservatism (I). The increased requirement for on-the-job
training of underskilled operators exacerbates the manning requirement by placing trainers
and trainees in various stations to learn the system. Unskilled personnel must be
accompanied by skilled personnel, thereby increasing substantially the actual manning of the
system.

It may be reasonable to assume that the physical properties of the system can be
improved to overcome the problem of mechanically and electronically unreliable equipment.
This in turn may alleviate the lack of operator trust. Similarly, attrition may remove the
vestiges of conservatism. The problem of skilled operator availability is likely to be a
constant for the foreseeable future. Training resources have been constrained and the
manpower pool is thought to provide a resource of dubious quality. Efforts to standardize
consoles are designed to improve this situation by reducing training time for new operators.
Console standardization can reduce fleet-wide training time because each shift to a new
ship within or across classes is facilitated by the commonality among control systems.

The problems associated with engineering control station standardization are many and
multifaceted. For one, there is the operational problem, the problems encountered in the
fleet which form the basis for the requirements for standardization. A second set of
problems involves the implementation of console standardization. The third problem area is
the problem of standardization acceptance.

The operational problem which comprises the basis for a requirement for standardi-
zation itself has a number of facets. As they make transitions from ship to ship and from a
training situation to the fleet, operators are faced with the need to adapt to completely
individualized console designs, even though (as pointed out by the Maritime Administration
Guide for a Standardized Engine Room Propulsion Control Console) the commonality
observed for a range of different machinery designs was on the order of 80 to 90 percent (4).
The MarAd Guide goes on to note that this high degree of similarity has not been achieved in
the design of the associated propulsion systems consoles. Each designer has considered his
propulsion system to be unique, and a variety of console designs has followed. The results of
this proliferation of individual console designs are numerous: increased likelihood of
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operator error; increased chances of confusion, leading to greater time to perform
activities; individualized system-specific training courses and low-fidelity generalized
training; system-specific documentation, procedures, and manuals; and ship installation
requirements specific for each ship and system configuration.

Reversing the existing trend of individualism in control station design is highly
desirable. French and Dorrian (5) listed two major benefits to early identification of ship
propulsion control components. First, better decisions could be made on the proposed ship
based on this information and, secondly, it would shorten development time. In their article,
they provided guidance on stating the proper functional requirements for controls within the
context of probable or likely ships within a given range. This strategy implies maximum
standardization of system component parts. A critical requirement for this to be successful
is an ability to foresee future ship configurations and make provisions for the most
demanding case. As well stated as their case was for defining functional requirements, the
actual system components for the man-machine interface (MMI) and their arrangement are
a non trivial problem which is not solved directly by defining functional requirements.

Thus, another important aspect of the problem of the absence of standardization in
existing engineering consoles has to do with the degree to which human factors engineering
criteria and principles are included in the design of these consoles. The MarAd Guide on
engineering console standardization states that one of the most important aspects of the
console standardization process was the systematic attention to both engineering and human
factors considerations with the objective of developing an integrated system that consists of
optimum combinations of physical and human components. With the wide variety of
engineering consoles currently in the fleet, it can be expected that they differ over a wide
range in terms of human engineering. One of the objectives of a console standardization
process would be to standardize the design concept which is optimal across all applications
from a human factors engineering point of view. Under the standardized console concept,
all console configurations would have been provided a uniform and high degree of human
factors engineering input.

Another difficult operational problem to be addressed in the standardization of
engineering consoles is that the console design must reflect the degree of automation
implemented in the engineering control system. The automation of the propulsion
engineering control system has been a problem with recent ship acquisitions. One major
reason for this problem is the fact that, in deciding to automate a control system, human
engineering principles are ignored. The thinking goes that since the system is to be
automated, man is designed out of the system. In an automated process, however, man
serves a role which is as important as that for a manual system. He must perform such
functions as monitoring, supervising, decisionmaking, managing, and intervening to take
control from the automatic system. The question of degree of automation, as well as the
issue of man's role in intervening and assuming control in a backup mnode, must be addressed

before console design issues can be faced. The question of system automation thus becomes
one ol the important issues in the console standardization process.

The standardization implementation problem is also multifaceted. The cost of
replacing EOS consoles on existing ships in the fleet will be considerable. Such changes will
require the concurrence and c,operation of ship commanders and type commanders.
Existing training courses and manuals will have to be revised. Currently trained operators
would have to be retrained. A major problem in implementation of console standardization
is how much standardization is required; to what degree components and arrangement of
components must be standardized within a single console; and to what degree a single
standardization concept can apply equally to different ships, ship types, and types of
propulsion systems. The approach used by MarAd in developing a standardized propulsion
engineering console was to develop a standard design with optional modular featres to
accommodate variations in power plant designs.

The acceptance problem in console standardization refers to acceptance of
standardization as such, and acceptance of a specific standardized console design concept by
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operators, designers, and the industry. The MarAd Guide to Console Standardization cites
pitfalls of standardization which include inflexibility of design, limitation of innovative
design, industry acceptance, and personal pride of design authorship.

These are the problems that must bc addressed in developing a standardized
engineering console design for automated (or even unautornated) systems. Therefore, there
is an urgent need to establish systematic programs for insuring that HFE principles are
considered. These programs will allow existing systems to fulfill their potential for saving
manpower. HFE inputs to future systems should reduce manpower and training costs
through proper design for operability (and concomitantly maintainability).

APPROACH TO HFE INPUTS - DEVELOPING SYSTEMS

In the United States Department of Defense, acquisitions of major systems are
governed by a variety of directives, regulations, standards, and handbooks. IIL-H-46855,
"Human Engineering Requirements for Military Systems, Equipments and Facilities," is
directed specifically at the role of HFE in the acquisition process. This specification states
that human factors program requirements are to include:

" Defining and allocating system functions. Human Factors Engineering
principles and criteria are to be applied to allocate system functions to

- automatic operations/maintenance
- manual operation/maintenance or
- a combination of manual/automatic operation/maintenance

o Information flow and processing analysis

" Estimates of potential operator/maintainer processing capabilities.
Roles to be identified for humans such as

- operator
- maintainer
- programmer
- decisionmaker
- communicator
- monitor

are required. Estimates concerning load, accuracy, rate, etc., are also to
be identified

o Equipment identification. HFE principles and criteric dre to be
incorporated into the identification or selection of equipment which are to
be operated/controlled/maintained by man.

o Task analysis. To be conducted and applied to design decision, analysis of
manning levels, equipment procedures, etc.

o Analysis of critical tasks. Task analysis (above) extended to analysis of
critical tasks to identify, for example:

- information required by man
- information available to man
- information evaluation process
- decision reached
- action taken
- body movements
- tool required
- job performance aids (3PA) required

" Loading analysis. Crew/individual workload analysis is to be applied and
compared to performance criteria.
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o Preliminary system and subsystem design. HFE principles and data are to
be applied to system/subsystem design. MIL-STD-1472 is to be complied
with.

o Detailed design. As above.

o Studies, experiments, laboratory tests. Research is to be conducted to
resolve man/machine trade-off problem areas and other HFE and life
support problems.

o Mock-ups and models. Mock-ups (3-D) to be constructed as an HFE design
evaluation tool.

o Dynamic simulation (as required for HFE design).

o Design drawings.

0 Workspace environment. This would include
- atmospheric conditions
- weather and climate
- bodily acceleration
- noise
- safety (handholds, etc.)

o Test and evaluation. Planning, implementation and failure analysis.

The overall Essex approach is depicted in Figure 1. This figure indicates the specific
steps to be taken in proceeding from program inputs to outputs. The program is segmented
into two distinct phases. The outputs of Phase 1, Concept Development, would include
selected console standardization concept descriptions and functional specifications, and a
set of concept evaluation criteria. The outputs of Phase I, Concept Evaluation, which are
also the outputs of the overall program, include the standardized concept(F), criteria for
console interfaces, console mockup(s), and results of comparisons of the standardized
approach with existing console configuration. The following sections discuss the activities
to be accomplished in each phase.

Phase I - Concept Development

The initial step in the program is a review of existing systems. This is accomplished
through visits to ships selected on the basis of propulsion engineering systems similar to that
under design. The first a,:tivity then is to identify the specific systems to which the
standardization effort will apply. The review of existing systems encompasses observation
of ongoing operations, interviews with operators and engineering officers, measurement of
physical, environmental, and operational parameters, and review of documentation,
drawings, specifications, procedures, manuals, engineering data, and operational experience
data. These system reviews provide an operational and design data base from which
improvements in the developing system can be made and measured; further it fasilitates
identifying design problem areas so that they can be avoided in current system development.

For each propulsion system by ship type in the classification scheme, a mission
analysis is performed. This analysis identifies the primary functions to be performed and
enables determination of the different conditions under which functions are performed. For
each function, task requirements are identified. Task requirements include tasks performed
by the operator as well as those performed by automated control systems. Task
requirements also include such task characteristics as sequential dependencies, frequency,
duration constraints, initiating and terminating events, decisions and decision rules which
are part of the task, feedback required to verify task completion, and task criticality.
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EXISTIMPOMTI0 SYSTE PEOIRmNAN ALSS myta Type ANALYSIS

FIGURE 1 WORK STEPS TO BE PERFORMED IN THE DEVELOPMENT OF
A STANDARDIZED ENGINEERING CONSOLE CONCEPT



PHASE I CONCEPT DEVELOPMENT (CONT)

SYSTEN nao OCEPTS ey S1&WDANbZATO9 tONCIPTS TAADEOFFS4UECTION DEBCmFTIh AD

SIOULTYPES ACcS SYSTEM TYPE



PHASE 11 CONCEPT DEVELOPMENT

STADARDIZED CONSOL.E CONCEPT44

F .T~t -ON OSOL.E INTERFACES

F ~ ~ ~ ~ ~ ~ ~ OSL RI&IRMET OEDSI OWIATMg



Task requirements are developed for emergency procedures as well as normal
operating procedures, since one of the most critical functions of the control system is to
diagnose abnormal conditions and return the system to normal.

For each task identified in the task analysis and especially for those tasks designated
as critical, a systems requirements analysis are performed. This analysis identifies systems
requirements of the following types:

o Information requirements - what the system needs to know to complete
the task, to make decisions, and to verify that the task was completed
successfully

o Performance requirements - standards of performance for each task, such
as time, errors, probability of success, control precision, fuel expended,
amount completed, etc.

o Decision requirements - decisions, decision rules, options, and effects of
incorrect selection of options

o Support requirements - support required from ship elements external to
the engineering control system

o Interface requirements - links with other ship elements, including data
links, communication links, feedback links, command links, alarm links, and
advisory links.

While requirements are being identified, they are analyzed through iterations of the
mission/task analysis. The requirements are then integrated by establishing dependencies
among them and by identifying inconsistencies and incompatabilities among different
requirements. The final step in the integration process enables the prioritization of
requirements which input to the resolution of conflicts among sets of requirements. After
requirements integration, the requirements analysis process should produce a compatible set
of prioritized requirements which serve as drivers of the concept development effort.

The initial step in the concept development step is to investigate different allocations
of function for different sequences of tasks. Alternate allocation choices are: completely
automated; automated control with manual information processing and process initiation;
manual control with automated information processing; and completely manual. Alternate
allocation schemes are developed for each system and ship type and are played against
automation and manning constraints to determine the feasibility of the scheme.

The next step in the development of console design concepts is to develop
man-machine interface concepts for each allocation based on system requirements.
Concepts are developed for the following:

o Station work space

o Station equipment arrangement

o Visibility of machinery from the station

o Console arrangement within the station

o Station ingress and egress

o Console layout

o Control and display general arrangements
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o Station habitability

o Console lighting

o Console manning requirements.

As design concepts for system and ship types are developed, methods are implemented
for integrating these concepts to produce a minimum number of standardized console design
concepts. Standardized concepts address completely standard approaches as well as design
alternatives based on a general standard with options for individual system and/or ship
types.

Based on the system requirements, automation and manning constraints,
standardization constraints, and other inputs, a set of concept evaluation criteria are
developed. These address such issues as the following:

" Concept operability

- number of people
- skill levels
- special training required
- operator performance limits
- likelihood of error
- ease of transition to backup modes
- operator workload
- time to detect problems
- time to diagnose

o Concept complexity/reliability
- special engineering features (vs. off the shelf)
- mean time to fail
. effects of failures

" Concept utility/support
- growth potential
- flexibility for new missions
- computer programming required
- space requirements
- special support requirements, e.g., power

o Concept generalizability
- missions, systems, and ships served
- application for critical tasks
- application for high priority requirements

" Concept safety
- ship safety
- engineering personnel safety

o Concept cost
- development costs
- validation costs
- support costs
- life cycle costs

o Concept effectiveness
- likelihood of mission success
- likelihood of system readiness.
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Evaluation criteria are then be used to evaluate alternate concepts. While the
trade-offs are proceeding, changes are made to candidate concepts demonstrated to
perform less than adequately on some of the criteria. In this manner, a final set of concepts
are fashioned which can be evaluated by means of the trade-off criteria. One approach is
selected as optimal. A description of this concept is generated, and a functional
specification is developed including a panel drawing and a description of human operator
roles and responsibilities in the control system. These items comprise the outputs of
Phase 1.

Phase 11 - Concept Evaluation

The initial step in Phase It the fabrication of a mockup or mockups of the selected
concept. Several mockup additions may be required if the selected concept incorporates
optional panels. These mockups are used for operator walk-throughs of procedures for
selected functions. On the basis of the walk-throughs it is expected that requirements for
design modifications can be identified. The major objective of the walk-throughs is to
obtain data on the performance of specific critical tasks using the standard console mockup.
These data can then be compared with similar data obtained on existing consoles, and a
comparison can be made of the standard console vs. existing consoles in terms of human
performance capability. A comparison of the standard console and existing consoles can
also be made in terms of the concept evaluation criteria developed in Phase I.

APPROACH TO HFE INPUTS-EXISTING SYSTEMS

Although the nature of the problem is changed slightly when HFE considerations are
applied to existing systems, many of the constraints and procedures are similar. There may
be two distinct instances when HFE is considered during a systems operational life cycle.
The first is during updating or modernization of a working system. The second instance is
somewhat more problematic, a fielded system that is found to be inoperable (or suboptimally
operable) by the existing personnel. The ultimate objective in each case remains the same,
i.e., fielding an operable system which performs as required. However, the impetus and
immediacy may differ dramatically.

Modernization

During updating or modernization the systems operating characteristics are known and
the modified systems' characteristics should have been sufficiently defined. Thus, the old
system configuration provides a baseline against which the new might be measured. The
nature of the constraints are much more apparent with an updated system. The equipment
has generally existed and been operated in a tangible form for some period of time. Many of
the constraints that were (or should have been) applied to the baseline system must be
considered again. The functional requirements, however, do not provide the limiting factor.
Training factors, although they are an important consideration, are also not the preeiminent
factor. The most critical issues are the tied factors of space, time and cost. The physical
dimensions have been established by the baseline system. This problem is particularly
obvious in aircraft cockpits, but the ships propulsion areas, although larger, are space
limited. Time is a constraint that is with all system development and modification
programs. The final factor of cost runs through all system development phases and
considerations. Thus, even if it were possible to dramatically rearrange the shape and size
of available spaces, the time and cost would be exorbitant.

Although these constraints do impact the application of HFE principles and guidelines
to system modifications, the basic approach is quite similar to that for new systems.
Certainly this is true because new systems have generally been developed in a more or less
evolutionary fashion from older systems. Also, there is an element of planned effort in both
development and modernization.
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Problem-solving

On the other hand, a system whose development has been so bereft of HFE inputs that
it is basically inoperable or widely misses the performance objectives provides a serious
challenge to the Human Factors Engineer. There is a question of immediacy if the system is
already in the fleet. A number of possibilities exist for immediate attention to a poorly
design man-machine interface.

For control/display problems, it is possible to improve operability subtantially through
application of one or more of the following techniques:

o enhanced labelling

o functional demarcation

o symbology

o equipment replacement.

Enhanced labelling may be as simple as increasing the size of or rewording existing labels.
This may make the relationships among system elements move immediately apparent.
Functional demarcation may be accomplished through colored tape. Basically, it is a
procedure which groups related items to aid in their identification. Operability is enhanced
because scanning of control consoles is reduced. The use of symbology may reduce
interpretation time for controlldisplay labels which have been abbreviated. One serious
drawback to this procedure is a current lack of standardized symbols. A somewhat more
expensive, but often necessary step is equipment replacement. In many cases a different
but functionally equivalent item will enhance operability.

If these simple expedients don't enhance operations sufficiently, there would be no
choice but to redesign the man-machine interface. This would be extremely costly and
perhaps difficult to justify. However, the penalty for not accomplishing a redesign can be
quite severe, easily ranging to total equipment failure and loss of life.

PROBABLE PROBLEM AREAS

In a different but related context, (aircraft flight-deck automation) Wiener and Curry
(6) delineated what they felt were general problem areas related to automation. Many of
these issues cannot be eliminated by standardization of display/control equipment and, in
some cases, HFE solutions are not presently available in a fully validated form. The
problems included:

o Automation of control tasks

o Skill acquisitinnretention

o System complexity

o Alerting/warning systems

o Psychosocial aspects of automation

Automation of control tasks

This area has been the subject of considerable attention in the past. Automation
reduces the role of man from an active control element to monitor or supervisor. The
control task is generally performed satisfactorily by the automatic system. A great deal of
research effort has been and is being devoted to man's ability to perform the monitoring
functions. Research has addressed such issues as: (I) the failure detection ability of the
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passive monitor compared to the active controller; (2) the transition from monitor to
controller and the effect of "warmup delay;" (3) the nature of the interaction between
system and man, i.e., who initiates changes, whether man is informed of changes; and
(4) equipment reliability effects on operator performance.

The longest history of research into these problems probably resides in the area of
vigilance and decrement in monitoring performance across time. Generally, man probably
does not attend continuously to an automated system any better than he does to a CRT
display of radar targets. This knowledge led Paul Fitts to declare that machines should
monitor men and not vice versa. There is ample evidence to suggest that the manual
takeover of a previously automatic operation is quite difficult. This relationship is
confounded by the poor detection performance leading to delayed takeover decisions.
Although these problems are related to limitations in the inherent capabilities of man, a
properly designed system architecture can reduce, although probably not eliminate, the
effects of these limitations on overall system performance. The optimal form of interaction
between the operator and the automated system is not well-defined. If man is to be
monitored by the machine, then it seems likely that man should initiate changes on system
configuration. If not, the role of man in the decisionmaking process is that of a supervisor
who must be informed of the impending change. The probability of the operator detecting
failures would apparently be a function of the equipment reliability. Wiener and Curry had
suggested an interesting corollary to increased machine reliability. Namely, the insidious
effects of reliability assumed to exist at a higher level than the actual reliability. Overall
system reliability might not be maximal with that level of machine reliability (assuming it is
less than unity) because the operator might tend toward complacency in monitoring. Thus,
the operator would actually detect failures less well with increased reliability. This might
also be viewed as being a function of having had less experience with failures in general.
These latter two topics require aditional research efforts to determine the appropriate HFE
considerations for equipment design.

Skill Acquisition/retention

The two sides of training problems associated with automated systems involve the
level of skill necessary to operate such systems and the retention of such levels under
automated operation. Manual skilled performance will surely decline in the absence of
practice through operation. The previously mentioned "warm-up" effect suggests with good
supporting evidence that the manual performance level returns rapidly to asymptote. More
problematic would be loss of procedural and sequential task skills. The issues relevant to
acquisition and retention include:

o Role of automation in acquisition

o Initial required skill level

o Rate of skill loss

o Required frequency of prophylactic practice

o Alternative practice

o Checks for skill maintenance

Although these issues need not impact on equipment design for automated systems, it
seems likely that some form of imbedded training and purposefully operated semi-automatic
and fully manual (or other degraded) modes of operation will be required. Automation of
system parts may speed acquisition. The full impact of part task training is still unknown.
A more critical issue of training concerns the initial skill level required for operators.
Extremely reliable equipment may not require over-trained operators. There is a risk in
having operators unfamiliar with degraded modes of operation. Unless the equipment is
designed to provide a great deal of cueing and other help there is the possibility that no
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operator would have the requisite skills to operate the equipment when the automatic mode
is not functioning.

Imbedded training and other than automatic operating modes may be needed to insure
skill retention, on-the-job training opportunities, and checks for skill retention. This
increased flexibility and operational capability comes at an initial system cost outlay above
a baseline system. The HFE considerations for such configurations are not vastly different.
However, the level of HFE inputs to a system which will be operated by marginally trained
individuals becomes somewhat more important. In these circumstances, sufficient training
is not possible to overcome an inadequate man-machine interface.

System complexity

Complexity of the underlying system does not make operation inherently difficult.
Indeed, refrigerators are reasonable complex systems operated in wholly automatic modes
by grossly undertrained operators with little, if any, problems. Complexity in that case is
not particularly evident. Nuclear power plants are exceedingly complex and generally
provide a bewildering array of displays and controls. HFE considerations are critical for
these latter systems.

A general rule of thumb is to design in only as much complexity as is required to
perform the function. The man-machine interface can be (and should be) designed on
several levels. Such a hierarchical arrangement provides for primary displays and controls
required for normal operation and those associated displays and controls needed for
degraded modes. In fact, there is probably greater potential in automated systems for fault
detection and diagnosis because of the trend toward inclusion of microprocessor-based
control systems.

Alerting/warning systems

There are general HFE considerations which are applicable the design of
alerting/warning systems. An ideal warning system is probably unattainable. There are a
number of emerging technologies in voice output for which validated HFE guidelines do not
exist. A research data base is accumulating for these technologies and there should be
tentative guidelines available in the near future.

Problem areas in alerting/warning systems tend to center around the reaction of the
human operator to the physical alarms. Operators may habituate to the alarms and not heed
(hear or see) them. They may choose to ignore an alarm. The alarm was always false
before, like the boy who cried wolf. This relates to problems in unacceptably high false
alarm rates. Operators may or may not check the validity of alarms. Consequently, they
troubleshoot false alarms or ignore real alarms. Operators may depend on alarm systems
rather instrument scanning for normal operation.

The biggest challenge to HFE for alarm systems comes in the area of smart alarm
systems. This would include the application of artificial intelligence to prevent "obvious"
false alarms and prioritize alarms. Decisions for developing those systems will be
important. Correct prioritization will be essential. Determining the validity of alarm
indications must be possible.

Psychosocial aspects of automation

The basic attitudes of operators may influence their operation of the equipment.
Conversely, the equipment may influence the attitudes of the operators. Apparently,
automation can influence job satisfaction. One frequent complaint among fleet personnel is
the operability of equipment. Perhaps, a proper design for operability including increased
automation would lead to enhanced system operation and, in turn, proper operating
characteristics may lead to job satisfaction. Equipment that is unreliable and difficult to
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Automation is traditionally viewed as somehow undesirable to the worker reducing his
role as a skilled operator. However, for the foreseeable future skilled operators will be a
vital part of the man-machine system. For the satisfaction of attitudinal factors the man-
machine interface design must satisfy both the operability criterion of the system designer
and the relatively intangible characteristics deemed desirable by operational personnel.
Many of the HFE steps outlined previously can serve to insure that these goals are satisfied
mutually to the fullest extent.

SUMMARY

Human Factors Engineering is a critical part of the automation/standardization design
process. Failure to follow HFE guidelines for the development of the man-machine
interface will result in systems which have lower than optimal performance. As systems
become automated the number of personnel should be reduced; however, the importance of
the remaining personnel to the performance effectiveness of ship systems will increase.
Personnel will continue to be responsible for functions such as decisionmaking, monitoring
and managing. The number of functions in which people are employed may diminish, but the
remaining functions will be of significantly increased importance.

When systems are not being operated properly by the available personnel, one possible
response by managers is that the level of training in those personnel is inadequate.
Therefore, what we have is a "well-designed" system with unskilled and untrained operators.
The solution to this problem is enhanced training. This is likely to be true in some cases;
however, a large number of systems have been founded to be seriously deficient in design for
operability. One commonly proposed solution during development is that training will
overcome any residual deficiencies in design.

The implications of this strategy are shown in Figures 2 and 3. In Figure 2 an
hypothetical relationship between operability and training and operability and HFE
application is shown. This simpliied depiction is intended to show that within broad limits
it is possible trade-off HFE dollars for training dollars. (Of Course, this ignores the fact
that a modicum of each is absolutely necessary under nearly all circumstances.) Under
various combinations of training and HFE outlays a given level of operability is possible
(thus, the iso-operability curves). This may have no differential input to fielding a system
because the dollar outlay would be constant for the initial operation.

The implications for life cycle cost are presented in Figure 3. HFE dollars
expenditures are maximal during development (and planned modernizations). Thus, there is
a point at which HFE expenditures do not increase cumulatively. However, training costs
are high during development and remain at a moderate level throughout the life cycle.
Likewise, any modernization would cause an increase in training costs for new instructional
technologies. The critical factor is that training costs increase cumulatively throughout the
life cycle. Each case of attrition is an example of training dollars lost. Thus, there is a
required constant input of dollars to compensate the lost training dollars. Proper
application of HFE can be an effective cost-avoidance strategy.
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BRIDGE DESIGN - A HUMAN ENGINEERING APPROACH IN CANADA

by D. Beevis
Defence and Civil Institute of Environmental Medicine, Toronto

ABSTRACT

Under the sponsorship of the Directorate of Maritime Equipment Engineering of
the Canadian Forces, DCIEM is conducting an analysis of human engineering factors
in bridge design. Following from previous human engineering studies, the analysis
is not intended to produce one, preferred, design. Instead the analysis emphasis-
es, in human engineering terms, the various design issues and the trade-offs that
must be made by those responsible for bridge design. It is hoped that the results
of the analysis will, in this way, be generalisable, and useable as a design/eval-
uation guide.

Several existing bridge designs are compared to identify those design features
where designers differ in approach to operability. From that basis the analysis
breaks down the design of the bridge into a number of design factors, sub-factors,
and design issues. The individual design issues are then analysed in detail.
Wherever possible the design issues are analysed as trade-offs. For example, the
impact of the fore-aft depth of the bridge can be assessed in terms of its effect
on the field-of-view of the OOW, and on the space available for equipment and gang-
ways.

In many cases, however, the design issues require human engineering guidelines
rather than trade-offs, and in other cases the issues are choices between two or
more options which cannot readily be expressed in operational or cost terms.

In general it has been found easier to provide trade-off data for issues of
design principle, for example the preferred ranges of environmental parameters,
than for design policy, for example personnel complement or bridge functions. The
study has highlighted areas where current knowledge of bridge system operations is
insufficient. Examples of such problems are given. It is hoped that the current
study will set a framework within which some of these problems can be studied in a
more systematic manner.

INTRODUCTION

It is a self evident fact that there is considerable variety in the designs of
the bridges of modern warships, not only between the ships of different classes,
but also between ships in comparable classes. Differences are evident in bridge
architecture and equipment, and to a less obvious and less well documented extent,
in the manning schedules and operating practices. This variety may be ascribed to
two major causes.

Firstly it is a reflection of the fact that a bridge system is a compromise
between a number of interrelated design factors. Different designs then reflect
the different weightings given to individual factors by different design authori-
ties. Secondly, it is a reflection of the comparatively recent development of the
enclosed bridge and electronic navigation and communications equipment. This,
coupled with the long in-service life of warships, has resulted in a relatively
slow evolution of bridge designs in comparison with other techniques. A 'standard'j El 2-1



design of bridge has not therefore evolved.

Faced with this situation, the Directorate of Maritime Equipment Engineering
in the Canadian Forces sponsored a human engineering review of bridge design. The
study, which is being conducted by DCIEM, Toronto, has two main objectives:

- to establish the factors inherent in good bridge design, and the mutual

effects of these factors and the trade-offs which result;

- to assist the C.F. bridge design authority in translating these factors

into an acceptable bridge design.

The involvement of DCIEM in bridge design studes pre-dates the first Ship
Control Symposium. At that time the emphasis of the majority of our human engin-
eering studies was on developing a complete design package for specific projects.
During the past ten years that emphasis has shifted to specifying or regulating for
design by others. At the same time, in common with several other human engineering
authorities, we have become increasingly concerned with finding the most effective

way of integrating the results of our work into the project design/production cycle.
The emphasis in the objectives of our tasking is therefore a direct outcome of our
current concerns. It is based on the recognised need to make human engineering
data directly available to those responsible for major project design decisions.

HUMAN ENGINEERING DATA

The first stage in the study was to review what data and guidelines were avail-
able which were relevant to the human engineering of ships' bridges. To do this it
was necessary to draw from four overlapping sets of information:

i - operational data - details of current bridge designs, bridge oper-
ating practices, manning policies etc.

ii - critical incident data - details of the deficiences of current
bridge systems, particularly the factors and circumstances which lead
to near accidents;

iii - technology data - details of what equipment and systems are avail-
able to support the functions identified for the bridgc systems;

iv - human engineering data - details of the performance capabilities of
humans and the effects on those capabilities of the man/machine inter-
face and the working environment.

At the time of writing, the data in all sets are considered incomplete. For
4the first three sets in particular, comparatively little information is available,

and efforts are being initiated to increase our knowledge in each area. More in-
formation is required on how well (or how badly) existing systems operate. Work is
also required to provide a better understanding of how humans perform the various
ship control, navigation, collision avoidance and communications tasks. In the
fourth information set, few human engineering design guides exist which deal specif-
ically with shipboard systems. Three such sources have been identified at the time
of writing (refs. 8, 20, 21). Only one of those guides is intended specifically
for naval systems, and, because it caters to the design of all shipboard equipment,
it does not discuss bridge design problems per rr. The other two design guides
were intended for the design of merchant ships' bridges. They were published as gen-
eral guides, within which any bridge could be designed, depending on the role of
the bridge system and the constraints applying to it. Both of these design guides
are excellent sources of data for the detailed human engineering of bridges. They
do not, however, fully meet the requirements of our study, of identifying the mutual
trade-offs of the various bridge design factors.
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Other sources of human engineering data are, of course available in the more
general guidelines and text books. In North America the most frequently specified
document is U.S. MIL-STD 1472, which, as a tri-service guide has replaced older,
specifically naval texts. Resides those design guides, more qualitative human en-
gineering data are available from a number of studies which have been carried out
in Canada, The Netherlands, the United Kingdom and the U.S.A., some of which have
been reported at previous Ship Control Symposia. The experience gained from those
projects has been incorporated into the current study wherever possible. As those
projects were reviewed the need became increasingly apparent for an overall design
philosophy. A paradigm was required, which would rationalise the different ap-
proaches evident in the trade-off of design factors, and which would provide a ref-
erential framework for the increasing number of human engineering studies in this
area. One of the most promising techniques for achieving these aims is, in our
opinion, the Design Option Decision Tree.

DESIGN OPTION DECISION TREES

The essence of the Design Option Decision Tree approach is that the major sys-
tem design decisions are identified and charted, as a series of branching options,
the whole design process thereby being represented as a tree. The sequence of in-
creasingly detailed decisions is then represented as progress along a particular
branch of the tree. Once the tree has been developed it con be used to evaluate
various options. It can also be used to study the impact of human engineering fac-
tors on each design decision. Information on the advantages and disadvantages of
different design options can thereby be presented to the design authority for con-
sideration during the design process. The information can also be presented to po-
tential users to evaluate proposed designs. The emphasis on trade-off studies has
been developed and used in human engineering design studies at DCIEM (e.g. ref. 3),
although the term has been adopted from similar approaches in the U.S.A. (ref. 1).
It is not particularly new; it can be traced back to the Matrix Evaluation tech-
niques developed in the U.S.A. in the late 1950s (refs. 9, 16), but it does not
seem to have been widely adopted. The approach differs from the more usual human
engineering 'design package' approach in four significant aspects:

i - it developes an on-going design philosophy which can be refined
through successive projects, rather than being applicable to one

specific project;

ii - it is intended to foster an integrated design study involving all
the relcvant engineering disciplines, rather than being one of several
independent design studies;

iii - it permits the development of a range of designs, rather than one
recommended design which may be rejected in total if one specific
design feature is unacceptable, or if the project requirements change;

iv - it presents the advantages and disadvantages of a number of options
available to the design authority, in human engineering terms, so
that the operational implications of each option can be assessed.

The approach is thus equivalent to other human engineering 'systems analysis'
techniques in its emphasis on the effects of the individual components of human
performance on the overall performance of the system.

The first step towards producing the decision tree was to identify those fea-

tures wherein current bridge designs reflect different emphases in the compromise
of the various design factors. As indicated in Table 1, a sample of five modern

bridge designs reveals a number of features in which they differ significantly.
If these eleven features were independent dichotomous choices available to the de-
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TABLE I. Comparative Features of Five Modern Bridges.

Ship TRIBAL SPRUANCE NITEROI KORTENAER OLIER HAZARD
Canada 1SA Brazil Netherlands USA PERRYBridge design S

feature

Size large large medium medium small

Shape octagonal rectangular semi-circular hexagonal pentagonal

OW position fore-end, stbd, fore-end amidships at fore-end, stbd, fore-end, port
bulkhead console no console pelorus and bulkhead console of centreline,

forward centre- bulkhead console
line, island
console close

to bulkhead

Command position fore-end, port, fore-end, port, fore-end, stbd, fore-end, port, unknown
bulkhead console chair island console bulkhead console

close to bulk-
head

Helmsman's posn. fore-end, cen- amidships fore-end, port fore-end, cen- fore-end, stbd,
treline, between of OOW console treline, between adjacent 00W
OOW & Command OOW & Command

Radars 1, stbd, island 1, port, adja- 1, port, adja- I, stbd, adja- 1, stbd, adja-
cent chart table cent chart table cent 0OW console cent chart table

Chart table amidships, mid-length, aft bulkhead, mid-length, aft bulkhead,
facing port port, facing port, facing stbd, facing stbd, facing

forward aft forward aft

Pelorii I port, 1 stbd, I fore-end, I amidships, I port, I stbd, I amidships,
I each bridge centreline, I each bridge I each bridge I each bridge
wing I each bridge wing wing wing

wing

Tactical display 1, mid-length, 1, mid-length,
stbd stbd

Seating all, sit-stand, captain, sit- all, sit-stand all, sit-stand OOW & ship con-
2 levels stand, tacti- or sit trol operator,

cal display sit
operator only



signer, then the total of possible bridge designs would be 2048. Fortunately not
all possible combinations of design features are viable, and it is because of this
that it is possible to develop a design option tree, rather than an option matrix.
The different features were grouped into a hierarchy of design factors as follows:

- bridge system functions - the starting point for any human engineer-
ing analysis, this factor includes topics such as the inclusion or
deletion of navigation and combat system functions, the functions of
the bridge complement, and the question of integrated versus conven-
tional personnel functions;

- layout - topics such as the priority and usefulness of different bridge
areas, gangway layout, the effect of interpersonnel communications on
layout, OOW position, pelorus location etc.;

- architecture - topics such as the size and shape of the bridge, bridge
wings and flag deck, window size etc.;

- individual workstation design - topics such as the information and
instrumentation required for each bridge function, the integration of
equipment, duplication of equipment, standard console designs, seating
etc.;

- environment - added to reflect the effects on human performance of the
working environment, this factor includes topics such as the acceptable
values of noise, lighting, vibration etc., and the design requirements
association with those factors, such as designing for ship motion.

From this list of major design factors an initial decision tree was drawn up
(Fig. 1). Each design factor was then broken down into sub-factors, and the sub-
factors broken down into specific design issues. One of the limitations of the
technique is that it rapidly becomes very large, with many branches, if all inter-
actions are represented. For example, at the system function level, the trade-offs
involve the allocation of functions to either personnel, or to equipment, depending
on the level of automation economically available and the reliability and work cap-
acity of the bridge personnel. The functions allocated to the personnel in turn
affect their information requirements and thus the individual workstation design
factor. The personnel functions also affect the level of interpersonnel communica-
tion which, in turn, affects the bridge layout, and the design of the individual
workstations. In view of this complexity the approach taken was to investigate
each design issue in turn, and establish its interaction with others. When such
interactions were identified they were analysed and cross-referenced.

Each design issue was evaluated in terms of its impact on four categories of
operator behavior:

- information sensing, or detection;
- analysing and decision making;
- controlling;
- comunicating.

The first three categories are frequently used in human engineering studies.
They are the three basic functions dealing with Input Processes, Central Processes,
and Output Processes, see, for example, ref. 17. The fourth category was added be-
cause a bridge system is a multi-operator system. Thus although interpersonnel
communication and personnel movement are, strictly, covered by "sensing" and "con-
trolling", their importance justifies a separate performance category. The final
list of categories is essentially identical to a list of "processes" developed to
quantify performance in a simulated environment (ref. 12).
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FIG, 1. Initial Design Option Decision Tree.
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From the outset it was not anticipated that all the issues in the design of a
bridge system could be expressed as simple trade-offs. Decisions in the early
stages of a design clearly have implications for many subsequent options, resulting,
as others have pointed out, in very complex analyses (ref. 9). Furthermore not all
design issues can be expressed in simple quantitative terms. As the analysis pro-
ceeded it also became clear that not all design issues involved trade-offs. Some
issues could, instead, be resolved with human engineering guidelines. Because it
is hoped that the analysis will eventually be produced as a design guide it was
necessary, in some cases, to provide guidelines in terms of the information that
should be used in the design decision, or the constraints applying to the decision.
The constraints were expressed, wherever possible, in terms of the acceptable
ranges of human engineering factors.

Three types of design issue were therefore established:

i design issues for which guidelines could be established;

ii design issues for which quantitative trade-offs could be established;

iii design issues involving trade-offs which could not be expressed in

simple quantitative terms.

GUIDELINE DESIGN ISSUES

At the time of writing, twenty-four design issues have been identified for

which guidelines can be established (Table 2). A simple example of such an issue

TABLE 2. Guideline Design Issues.

Layout Architecture

- factors affecting layout - bridge architectural functions
- priority and importance of bridge - requirement for panoramic vision

areas - requirement for vision from bridge
- personnel movements wings
- OOW location - vision in the vertical plane
- night vision constraints on layout - window size

Workstation Design - bridge complement and bridge size
- constraints on fore-aft bridge

- common requirements for information length
- standard console designs Environment
- console height
- seating - noise
- command position - lighting
- centreline conning position - colour
- ship control position - vibration
- navigation position - heating/ventilation
- communication position
- Bosun's Mate's position

is the question of the constraints on minimum fore-aft bridge depth. Based on prev-
ious bridge design studies, and on realistic allowances for consoles and gangways,
limits can be set for the minimum practicable fore-aft depth of the bridge. The
depth depends on the number of rows of consoles and gangways which are necessary,
as shown in part in Fig. 2. As an example of the utility of such guidelines the
data can be used to establish the length of the smallest practicable bridge, with,
for example, two rows of consoles. By comparison, a layout with a bulkhead mounted
pelorus, and a gangway running along the fore end, which is strongly favoured by
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ia) Forward mounted console. overhead pelorus depth 5 metres (16 It)

CONSOLE COW WOAKSPACE CHART NAV 0 GANGWAY
TABLE WOAKSPACE

(b) As (a). with rearwards facing chart table: depth 5 metres (16 ft)

CONSOLE 00W WOSACE NAY O CHART GANGWAY
WOCASPACE TABLE

(C) Consoles back from front bulkhead. pelorus mounted forward depth 6.3 metres (20.5 ft)

Yto-
MIN WORKSPACE CONSOLE COW WOBYSPACE CHART NAV O GANGWAY
TO USE PELOPUS TABLE WORXSPACE

FIG. 2. Constraints on Minimum Fore-Aft Depth of Bridge.
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some operators, increases the fore-aft depth by a significant extent (26%). In
contrast a pelorus mounted in the main gangway used by the OOW would increase the
depth of that space by some 500 m, an increase of 10% in the overall bridge depth.
Bridge size can then be related to other factors, such as visibility, as described
below. The impact of the forward gangway on bridge size is reflected in the report
that during the development of a ship which allowed only a limited bridge depth
(5 m fore-aft), the layout was changed from one having island consoles at the fore
end to a layout with bulkhead mounted consoles (ref. 7).

In analysing such constraints the aim was always to permit the designer as
much freedom as possible. An example is provided by the analysis of console design
constraints. A review of the relevant human engineering literature reveals a var-
iety of recommended console designs. Although these designs are similar in overall
profile, they differ significantly in detail. Such differences can be expected
from the implementation of different equipment such as that based on the British
Versatile Console System (refs. 2, 21 Ch. 4), or the European DIN standard for panel
sizes. It does not seem appropriate, then, to legislate the use of one particular
design of console, such as that recommended in MIL STD 1472. As an alternative ap-
proach, the design item discussing console design recommends that the console de-
sign conform with a specific reach envelope, which has a datum on the console edge
(ref. 9).

Some of the issues are currently expressed as guidelines due to a lack of data.
It is hoped that some of those issues will be expressed as trade-offs when more
data are available. For example, under the issue of Ship Conning Information the
analysis recommends the provision of rate-of-turn information. This follows from
the demonstrated need for rate information when conning using radar, or, by extra-
polation, in any conditions where an outside-world view is not available (ref. 14).
Rate-of-turn information can be provided by dedicated instruments, or by gyro-com-
passes fitted with verniers, or it can be extracted from the conventional tape gyro-
repeater. Although the dedicated rate-of-turn indicator is much more sensitive
than the other two displays, and has been shown to contribute significantly to the
control of large ships (ref. 19), the relative effectiveness of the three types of
display for conning destroyer-sized ships is unknown. The need for rate-of-turn
information is therefore provided as a guideline, and if comparative performance
data become available, they will be included.

QUANTITATIVE TRADE-OFFS

Six design issues have been identified for which trade-offs can be expressed
in quantitative terms (Table 3). These issues are mostly associated with architect-
ural parameters such as bridge size, which can be expressed as a continuous var-
able. An example is given by the analysis of the trade-offs which determine the

TABLE 3. Quantitative Trade-offs.

Layout Architecture

- effect of speaker-to-speaker dis- - window slope to reduce reflections
tance on voice communication - bridge size and visibility

- pelorus location - bridge fore-aft length and pano-
ramic vision

- bridge shape and visibility

shape of the bridge. When the effects of bridge shape are evaluated against the
performance categories of sensing, analysing, controlling and communicating, it is
seen that it has most effect on the first and last categories. Specifically, the
shape of the bridge affects vision from within, and it affects the patterns of
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movement of the different bridge personnel. The ideal bridge is a circular strac-
ture within which the OOW does not move. As others have shown (ref. 8) in the case
of merchant ships, a hexagonal bridge can provide visibility which approaches that
of a circular one. In warships the ratio of window to mullion is typically much
less than in merchant ships. The effect of bridge shape on vision may not there-
fore be the same. The resulLs of a comparison of the differences in total field of
view in the forward quarters afforded by a circular planform and an octagonal plan-
form bridge are shown in Fig. 3a. As can be seen, the difference between the two
designs is comparatively small, particularly if the OOW stands well forward. It
will be appreciated that the magnitude of these differences changes with bridge
size and that the number of windows in a straight line is also critical to visibil-
ity. From analyses of the cumulative effects of wooding on visibility, as shown in
Fig. 3b, it is clear that no more than five windows should lie in the same plane.

Two principles thus emerge from the analysis. The bridge should be nearly cir-
cular in planform, and no side have more than five windows in line. Many modern
bridges conform with these requirements. Many others, however, do not, and the ex-
tent to which visibility is impaired from within the bridge can be assessed from
the above analyses.

A second example of a design issue for which a quantitative trade-off can be

established is the effect of background noise on the distance at which speech is
intelligible. This relationship has been well established by psycho-acoustical re-

search. Briefly there is a logarithmic relationship between the distance of the
speech path and the ambient noise level (the A-weighted ambient sound pressure lev-
el) which will interfere with speech communication. These levels are specified in
Table 4. To place the problem in context, the noise levels on the bridge of a typ-

ical gas turbine powered frigate are about 65 dBA, which will permit 'satisfactory

TABLE 4. Voice Level and Distance between Speaker
and Listener for Satisfactory Face-to-Face Communication,

as Limited by Ambient Noise Level (dBA).

(after Webster, 1969.)

Distance in Normal voice Expected voice Limit for
feet between level (I) unaided face-to-
speaker and face speech com-
listener munication (2)

.......................................................................

A weighted ambient sound pressure level (3)

0.5 82 dBA 94 dBA 117 dBA
1 76 dBA 85 dBA III dBA

2 70 dBA 77 dBA 103 dBA
3 66 dBA 72 dBA 1O dBA
4 64 dBA 69 dBA 99 dBA
6 62 dBA 62 dBA 95 dBA
8 60 dBA 61 dBA 93 dBA
10 56 dBA 57 dBA 91 dBA
12 54 dBA 54 dBA 89 dBA

(I) The expected voice level is that to which normal-hearing persons would be ex-
pected to increase their vocal efforts to overcome masking efffects of ambient

noise upon their auditory feedback. This increase in vocal effort is about 3
dB for each 10 dB increase in ambient noise level, at a level starting at about
50 dB. There is no guarantee that they will do so, however.

(2) Limited by maximum vocal effort.

(3) dB levels relative to .0002 dynes/sq. cm.
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voice communication among bridge personnel at expected levels up to about six feet'
(ref. 6). If the design of the bridge system is such that personnel must speak
over longer distances, or if the noise level is higher than specified for the dis-
tance, then there is a risk that orders or information will be misunderstood.

QUALITATIVE TRADE-OFFS

Eleven of the design trade-offs do not lend themselves so readily to quantifi-
cation (Table 5). For those issues, the advantages and disadvantages of candidate

TABLE 5. Qualitative Trade-offs.

Junctions Layout

- bridge system functions - OOW / Captain location
- location of bridge functions - helmsman location
- bridge complement and bridge func- - pelorus location

tions - gangways and passageways
- integrated vs. conventional per- - bulkhead vs. island consoles

sonnel functions

options have been presented in the form of a table, summarising the problem. A
typical example is the still contentious issue of bulkhead versus island consoles.
The various aspects of this issue are summarised in the trade-off Table 6. The is-
sue is typical of the qualitative trade-offs; it is multi-parametric, and the para-
meters are, for the most part, non-quantifiable. This is not, of course, a novel
situation for the ship designer, as the history of ship development attests (ref.
4). The complexity and the pace of development of technology are such, however, as
to preclude solving such problems by trial and error.

Comparing the qualitative design issues with the quantitative issues, and the
guideline issues, it can be seen that they tend to apply to different levels of the
design decision tree. Guidelines are associated with the low level decisions; in
contrast the qualitative trade-offs tend to be associated with high level decisions.
The three categories of design option tend therefore to follow the hierarchy of de-
sign factors. At the top of the hierarchy are matters of policy, such as the func-
tions of the bridge system, or the level of manning. At successively lower design
levels, the design issues become increasingly concerned with matters of design prin-
ciple. In general they are questions of how best to design the equipment and the
working environment, once the system functions, tasks and manning have been decided.
As indicated above, issues of design policy are difficult to quantify, in contrast
with issues of principle.

Taking as an example the issue of integrated crew functions, the lack of hard
performance data for different options makes it difficult to resolve. Evaluation of
competing design concepts by simulation, either a physical, real-time simulation or
a mathematical model would help resolve the issue. At the present time, howe,er,
such eaercises tend to be limited in scope and to be both complex and costly. They
are not likely to be undertaken as a routine design activity. Lacking such an ap-
proach system designers must either evaluate competing design concepts using con-
ceptual criteria such as utility, reliability and likely cost, or they must base
the design on precursors. Either approach is subject to strong bias on the part of
both the designer and the ultimate user, and design issues which are subjected to
this type of evaluation are likely to become extremely contentious.
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TABLE 6. Example of Qualitative Trade-off.

Design Issue 4.4.7: Bulkhead vs. Island consoles.

Bulkhead Mounted Consoles Island or Free-standing Consoles

Advantages - better control of speed - 0OW can stand right against
and track possible than all forward windows, maximising

with island consoles his forward view (± 90)
- OOW has good vision - OOW can stand forward of con-
(± 900 horizontally) sole lights at night, avoiding
through forward window, interference with night vision
standing at console, and - minimal sunlight 'washout'
fair panoramic vision problems on displays

- OOW can readily refer - effect of rain on windows min-
to console mounted dis- imised by standing close to
plays and controls, while them
maintaining a good look- - good maintenance access to
out consoles.

- suitable for a high lev-
el of equipment fit where
much information is dis-
played

- minimises bridge size

Disadvantages - field of view through - control of speed and track
forward windows less likely to be inferior to bulk-
than maximum (± 80 vice head console layouts
± 900) - limited panoramic field of

- console instruments view unless 0OW moves aft of
must be carefully illu- consoles
minated to avoid inter- - OOW cannot readily refer to
ference with night vision console mounted displays or

- console design requires controls; he must physically
shielding to avoid dis- move to do so, which interferes
play washout in direct with performance
sunlight - unsuitable for bridge system

- effects of rain on win- with high level of information
dows more severe than display
with island consoles - fore-aft depth significantly

- requires careful design greater than minimum.
to minimise interference
of maintenance tasks on
routine bridge activi-
ties.

CRITERIA SELECTION PROBLEMS

It is possible that qualitative design issues may be resolved by analysing
their impact on the lower-level design decisions, and thus on the overall perform-
ance of the system. For example, the question of bulkhead consoles could be re-
solved by working through the implicat?.ins of the different options on successive
design issues. As noted above, a larg number of trade-offs are involved. The
question of console location involves bridge size, personnel movement, ship conning
performance, night vision, maintenance and console design. If it is assumed that
competing designs can be produced which maintain the same level of night vision,
then console cost and bridge size can be estimated, and, by simulation, personnel
movement patterns established. Some indication of the differences in ship conning
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performance can be obtained from the results of experiments such as those of
Schuffel et al. (ref. 14), which showed that speed and planned track are maintained
more accurately with bulkhead mounted consoles than with an island console layout.
The question of ease of maintenance must be addressed either by making both designs
equally easy to maintain, or by trading-off maintainability against ship handling.

Two problems emerge from this approach. The first is the problem of making
multi-parametric analyses and identifying the most effective design. Such analyses
require not only that the criteria be quantifiable in some way, but that the rela-
tive weightings of separate criteria can be established, for example maintainabili-
ty versus ship handling. At present there appears to be no more satisfactory tech-
nique for doing this than using subjective opinion. Utiles - subjective estimates
of utility - such as those used by Underwood and Buell in the bridge design study
reported to the Fourth Ship Control Symposium (ref. 18), can be used to collapse
all weightings into one rating of the utility of a particular design. This is use-
ful for comparing different designs, but not for studying the impact of different
design issues on overall utility. The technique of Criterion Function Synthesis
developed by Ofstrofsky (ref. 1i) permits the effects of individual parameters to
be investigated in more detail, by manipulating non-independent parameters which
are expressed in quantitative terms. However, the technique still requires the

subjective assessment of the weightings of individual parameters, and of their
first and second order interactions. To behavioral scientists, who are particular-
ly sensitive to the unreliability of opinion, it appears basically unsatisfactory
to have only shifted the point in the design process at which subjective evalua-
tions become important, instead of eliminating it.

In this attitude we may be unduly reserved; it has been argued that almost
every decision in system development and evaluation rests ultimately on the sub-
jective interpretation of qualitative and quantitative data. At least the tech-
niques such as Criterion Function Synthesis permit the importance of subjective
opinions to be appreciated more readily, particularly if the subjective ratings are
submitted to sensitivity analysis. Possibly more important than the use of subjec-
tive data is the fact that, without such techniques, the complexity of the evalua-
tion encourages designers and potential users to make "top-of-the-head" decisions.

The second problem in criteria selection is the lack of a concise statement of
bridge system performance requirements. In common with many complex man-machine
systems, it does not appear possible to produce a simple measure of system per-
formance. An example of how bridge system functions could be analysed for perform-
ance criteria was given by Ramas and Oskaptan in 1973 (ref. 13). Little progress
appears to have been made since then in specifying exactly how well some of those
functions should be performed. For example, although the accuracy of radio-naviga-
tion systems is now being specified (ref. 22), including operational criteria such
as the time required to obtain a position fix, the contribution of human error to
the accuracy of such systems is much more difficult to specify.

Furthermore, the selection of performance criteria is, in itself, a signifi-
cant problem. As was emphasised in a paper to the Fifth Ship Control Systems Sym-
posium (ref. 5), it may be important to use measures which indicate the possibility
of an error, rather than the error itself. In human engineering terminology this
is the distinction between process neasures and product measures of performance.
The distinction is an important one; for operational personnel the probability of
an error is frequently of secondary importance to what actually happened; to be-
havioral scientists the emphasis is reversed, and this difference in attitude can
produce misunderstandings.

CONCLUSION

The foregoing discussion of problems tends to highlight the limitations of the
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Design Option Decision Tree technique, rather than the advantages to be derived
from its use. Despite the problems outlined above, the analysis has contributed
significantly to our understanding, not only of the overall bridge design problem,
but also of where our human engineering efforts can be most effectively applied.
The technique has been used successfully in three projects, one of them being the
redesign of an existing bridge for the Canadian Forces. The analysis has also been
used to evaluate proposed bridge designs.

We intend to continue to expand the analysis, to gather more quantitative data,
to expand the number of design issues as more operational data are gathered, and to
obtain the reaction of system designers and potential operators to the analysis.

We hope that the completed analysis will be used not only to design and evalu-
ate new bridge systems, but also to indicate the areas where future human engineer-

ing studies will be most productive.
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ABSTRACT

An approach to systematic analysis of human-computer interaction
in ship control is proposed. The analytical framework chosen for the
problem is that of a multi-processor time-shared computer system
where some of the processors are human and other processors are
actual computers. Using this framework, task allocation among humans
and computers is formulated as an optimization problem where the
solution of interest is the assignment of processors to task-, for
particular mission phases and situations. The application of the
proposed approach to computer aiding, as opposed to automation, is
also discussed.

INTRODUCTION

The impact of automation in technical systems has increased
substantially in the last decade or so. This has led to a changed
role for the human operator who has become a monitor and supervisor
of automated systems rather than an in-the-loop controller of manual
systems (1,2), A particularly important man-machine systems issue
that has arisen because of this trend involves determining how to
allocate tasks among humans and increasingly sophisticated computers.
This issue is the primary focus of this paper.

While the impact of automation has perhaps been clearest in the
aviation industry, the marine industry has been receiving increased
attention (3,4). And, as has often been the case within aviation,
most of the marine automation efforts appear to have been piecemeal,
emphasizing particular control functions and/or hardware
possibilities. In contrast to this "bottom-up" approach, what is
needed is an overall "top-down" approach for determining the
appropriate role for automation. Such an approach will allow one to
letermine what should be automated rather than what can be automated.

There have been a few attempts to pursue a more top-down view of
the problem. Reeves and Spencer (5) discuss approaching automation
on various levels ranging from the whole ship down to the individual
component. Steinhausen, Orton, and Smalley (6) propose a broad
approach to design of man-machine interfaces in the machinery control
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domain. Moor and Eberle (7) present a comprehensive and integrated
bridge and engine control system.

While all of these efforts are in the right direction, they all
suffer from at least one of the following limitations:

I. The total ship for its full range of operations is not
considered,

2. Design rather than operation of the ship is emphasized,

3. The solution is presupposed in terms of particular
types of hardware.

Nevertheless, the ideas discussed by these authors have contributed
to the concepts presented in this paper.

Rouse (8) has proposed a totally top-down systems approach to
dealing with the issue of allocating function among humans and
computers. The essence of the approach involves structuring the
problem in terms of required tasks as a function of mission phase and
status, characterizing the performance requirements of each task, and
optimizing the allocation of tasks among humans and computers. Rouse
illustrated the application of this approach with an example from
aviation; in this paper, this approach will be applied to the
problem of ship control.

STRUCTURING THE PROBLEM

The overall problem of interest is determination of how the wide
variety of tasks encountered in ship control are to be allocated
among humans and computers. Solving this problem requires a
characterization of the tasks to be performed and quantification of
the abilities of humans and computers to perform these tasks. By
incorporating this information into an analytical framework, one can
rigorously approach the problem of task allocation.

While the literature of man-machine systems and the nature of
ship control might lead one to think that linear systems theory is an
appropriate candidate for the analytical framework needed, a better
choice is that of a multi-processor time-shared computer system.
Each of the processors can be either human or computer, with
appropriate performance characteristics. From this perspective, the
problem can be viewed as involving total automation and the task
allocation problem becomes that of -ciding which processors should
be human and which should be real computers. This type of task
allocation problem can be addressed using queueing theory models of
computer systems (e.g., Kleinrock (9)).

Thus, restatement of the problem in terms of total automation
allows the use of a powerful set of analysis tools. In order to use
these queueing theory formulations, the demands on the system and the
performance characteristics of each processor must be known. With
respect to the types of task required, one need only consider those
tasks that could possibly be performed by humans. All other tasks
must be automated and therefore, there is no task allocation decision
* or these tasks.
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Task Demands

Rouse (8) has suggested a set of tasks for the flight domain,
many of which are applicable in the ship domain. He espouses the
following ten tasks:

1. Executing procedures,
2. Scanning,
3. Recognizing,
4. Problem solving,
5. Regulating,
6. Steering,
7. Communicating,
8. Planning,
9. Recording,

10. Maintaining.

This set of tasks was chosen for two reasons. First, each task is
fairly high level and thus, at least initially, the fine-grained
level of the button pushing and switch flipping can be avoided.
Second, there is a reasonably robust set of models of human
performance for these tasks, as evidenced by the comprehensive
tabulation in Rouse (8) and more thorough treatment in Rouse (10).
The use of these models will later be discussed.

Given the above set of tasks to be performed by the
multi-processor time-shared computer system, one needs to know the
frequency with which these tasks require the system's resources.
Rouse (8) has argued that these frequencies vary with task, mission
phase, and mission status. For example, in the flight domain an
emergency landing places different demands on the system than a
normal taxi operation. This aspect of the ship control problem can
be represented using the following mission phases for non-military
ships 11,12):

1. Predeparture check,
2. Getting underway,
3. Harbor pilotage,
4. River pilotage,
5. Coastal (confined waters) operations,
6. Open seas operations,
7. Coastal operations,

8. River pilotage,
9. Harbor pilotage,

10. Docking or berthing,
11. Cargo unloading/loading.

Mission status can perhaps be defined in a manner similar to the
flight domain: normal, abnormal, and emergency.

Considering 10 types of task, 11 mission phases, and 3 levels of
mission status, there are 330 combinations of resource demands that
can be placed on the multi-processor time-shared computer system.
The distribution of interarrival times of each of these types of
demand must be estimated. While this might seem to require an
enormous investment of effort in data collection, it is quite likely
that only the mean interarrival time, perhaps on a ten-point
quantized scale, would be necessary for an initial analysis.
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Performance Models

Given the above characterization of the time-varying demands
placed upon the multi-processor time-shared computer, one must then
characterize each processor's ability to perform each task. For the
processors that denote actual computers, the performance
characteristics can be based on typical engineering models. For the
processors that denote humans, models of human performance such as
discussed by Rouse (8,10) can be utilized.

The performance predictions required from each type of model
include the probability of performing each task within specifications
and the distribution of performance times for each task. An
alternative to using probability of successful task performance is to
use context-specific measures such as rms amplitude, energy
consumption, etc.

While predicting performance may seem quite straightforward, it
can be rather subtle for the human processors. The most important
subtlety is due to the fact that human performance of each of a group
of tasks may depend on the particular set of tasks being grouped.
For example, having to perform a task involving mental arithmetic
while also regulating or steering can lead to degraded performance.
On the other hand, some combinations of tasks may complement each
other (e.g., simultaneously controlling both lateral and longitudinal
velocity of a vehicle). Because of these interaction effects, one
has to be careful when predicting human performance in multi-task
situations. Rouse (8) considers this issue in more detail.

TASK ALLOCATION

Once one has characterized the task demands and the abilities of
humans or computers to satisfy these demands, one would like to
determine the allocation of tasks among humans and computers that is
optimal with respect to some criterion over a particular time
interval of interest. For the control of vehicle systems such as
ships, the criterion usually reflects objectives such as maximizing
speed of response, minimizing deviations of important variables,
maximizing safety, and minimizing time to recover from failure.

The time interval of interest is likely to be the length of a
typical mission. Alternatively, the criterion can vary from phase to
phase by choosing time intervals equal to phase lengths and
optimizing a multi-dimensional criterion. The latter approach may
present difficulties in terms of determining the relative values of
different phases.

Given a criterion, task allocation can be formulated as an
optimization problem where the "return" for allocating a task to a
particular processor is the criterion value produced. As noted
earlier, the return produced by the human processor may depend on the
particular mix of tasks allocated to the human. A constraint on the
allocation of tasks to the human is that each human has only o00o of
his time to use; in fact, 70% is probably a better number. Thus,
crew size versus amount of onboard computer power is an issue that
can be addressed with this formulation.
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If availability of the human's time is the constraint that
dictates the use of computers, then it is likely that non-peak load
periods would be such that tasks should be shifted back to the humans
from the computers. This workload-sensitive dynamic approach to task
allocation has been proposed and evaluated by Chu and Rouse (13).

COMPUTER AIDING

It is quite likely that some tasks can best be performed using
some form of human-computer interaction. The formulation espoused in
this paper is amenable to this type of task sharing. This can be
accomplished by partitioning tasks into separate functions, each of
which can be allocated to human or computer. Thus, it can be seen
that the overall approach involves a hierarchical decomposition down
to the level necessary to resolve allocation decisions.

Using this task decomposition approach care must be taken to
consider interaction effects in the sense that the way in which the
computer performs its functions within a task may affect the way in
which the human performs his functions. In other words, the effect
of a computer aid may be more than just performing a portion of a
task; it can affect the strategy chosen and results achieved by the
human in his portion of the task. From this perspective, the type of
computer aid chosen is likey to affect the type of model of human
performance appropriate to the allocation analysis. Or, at least, it
may affect the parameters within the general model being used (8).

CONCLUSIONS

The purpose of this paper has been to propose a systematic
approach to analysis of human-computer interaction in ship control.
In order to encompass the breadth of the problem, an integrated
top-down approach was espoused. The essence of the approach is
hierarchical decomposition within a framework of a multi-processor,
time-shared computer system. The combination of this framework and a
variety of models of human performance provide a comprehensive
formulation of the problem.

While the methods of analysis proposed in this paper, and
elaborated upon elsewhere (8,10), are attractive in that they
systematically capture the breadth of the ship control problem, there
are considerable difficulties to be overcome before these methods can
become standard design tools. The most important of these
difficulties are associated with a lack of information in the sense
that the product of many past and current research efforts in the
ship control domain, in contrast to the flight control area, do not
systematically contribute to a unified perspective of the ship
control problem. Instead, a more piecemeal approach has been
pursued. Hopefully, this paper will contribute to the emergence of a
more integrated approach.
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SIM'LTA7lO 0?F STEA:M SHO1P PLANTS

byj I. WOoasn . Mi'lse, H. Xua-.
Techn:ical zf __ -'_ rlin

Ship propulsionr systemns are -fettjing mnore compoloc-ated cc!nririuous-
ly and t s rather d5ifficul- to rea-ch at opt morn set In of thie dif-
feret ccnrn' mrs. Ti, stuLdy ese p. otens dnd to help shi p owners
in defining the sertir- of thi contr1 system's a s-u' ion progrn
for steam turbin-e plants was aevelored at the Techniscal -"oivens'-->
Berlin. This a -riram 4rclu-es - b Clr sy5tc wit nJaturl"3 -,ua
tion, a steam tobcine couple! '.z a fixedi p-oct prcp le. and th'e
follow Ing control a-sesl'"'' oac cc'-'-"'l, toiler nrea'-uro con-
trol, e- dwa'er sup ply cooti n' Stea ter'pe"at-ure cntr

The Jot- rential equa. o~ ' - t eoiler teheat ed
two cha"'es n te -- -oC n"''hi'zsr.Y -ho'rtc! tie Tr'-5---
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Tanker AG and Shell internat on- Mlaon totd tn atl' c '--a-t
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c on- ol ,zt irE. a 3'D' 1, - '1- le on--

tr-lled steam- syster2
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Mathe-matocal boilepr model
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s yst em, so i tse q~ut -'cas : r'- tV, ota,-t 'est p art o f t he s imu-la ti on
pro-ram'.
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gyn11ot _KP

The at cam. drum pressure kA ore 'h unr n u tpea
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Wit m (t) as steam output of the boiler and r't) a taWead fth 6E system we get a ta

dm DR(t) =(M DKE (t) - m D(t0) dt = rnD dt

This change of the steam mass in the pipes effects a charge of the
specific steam vo lume v D and therefore a charge of the pressure PUE~t)
according to the gas equations.

PUE (t) v R mDR (t) R T C'

UE VD:?VDR D
With design conditions there is

dzo U) -- - -- Arn Al t'
LIE 17,~ 0R

At

p (lj p ((-,f J. Pu n, dl'J

P.P

Figure 4. Blockdioqram BR2 Figui-e 5. Addit ion point

The boiler s'ear. outnu'. ''C fw- ,Torer's, one is the via-
poration #+( "r-m Vf ~'r, yr c rFy--.ua the Drsr fo

reee tor~l' da'~ rc~S -urat;ir eprts~
The aeccnd Isree 'a' c. ztsn F7,-el 'j bte ch!!E7e of fe Ce.
pecr atu r e l e' o b ., c 1,r r,~ , z se ( wa' ,r -r,., t C. 0, brc'wr
M.MW) by pressz cr hrgpes ' tIe t-..1rm

h,+ F ,EC .
0< (I)
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The time constant T in BR 5 depends on the steel mass of the evapo-
rator tubes of the oiler.

When the temperature ZS of the boiler changes due to changes of steam
pressure pPi in the upper boiler drum, then the energy level of the
boiler mas is changed also

SV WpW 'TST MpMW' p

z m c ,) ( I.mTS MW S2lV, (15)
W ph' IV C P: V n I!,'Pi

With

h zwC d$ S ;  C= I jO -i q dh'
PW M cn I n c - rdp, (II~11Ot V. phY7

equ. (15) becomes

dQsv W .c . q - r -dPTR(t)

and the steam mSV released through self evaporation due to pressure
changes is

dOs

mSV - ., q dPTR(t) A , dpTR(t) (16)

The steam flow is governed by equ. (17)

dp R Mt
Ts v S ry A dt -- (17)

A dp/dl t 5

Figure 9. Blockdiogrom SR3

The boiler output rDKE(t) will increase with msv(t) when the steam
,ressure PTR in the steam Jum iecreases and vice versa. With a con-
stant drum pressure, rSV(t) is zero.
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Figure 10 shows the complete block diagram of tne pressure system of

the boiler incorporating equations (1) to (17).

Figure 10. BAnr.Jri. presn re s/se

STEAM DRJtM WATE LEVEL

0YChagesc in the water 1eve] of" the s.,s mmcr }re c-msoe. by char.-
ges of" the water va~urV E anl the stear. 'B .1'e?

MWKE

Li R_ _ _ j

ges~~ ~ of -j w tr - tlu
( 

,9 E " nl I v', P Stp'/K 1 7(.1M.

.0, E 0 E 1-
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ofzevaporator lth of wvoatr velocity aT sqiaen l e) h f o
Theabed btseqaionsyigppsanlddrso h bi~.

DKE - D , C

W Wd W , 61- d? (BokS (22)
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'DEV T R h WP

Figure !-1. SWI Figure 13. SW2

Th.e influence of the huoilcr Trpessoire c,- the water volume V oKEf the
boiler i cov ri by

d VtLKE= 11dZOV(P' (25)

-T- (M (2(

h M(Ir ,--.vI (-V -f4 W1)(1< T 7)
A .- -i11 (Block SW2J

T7?e coc,,lete water level E 't -n 4 th, sum -f all the ilrLifiduil

h itI P) Ct htoL 7 "

SW 2

5
1R SR

SW?3

F i ur'c E Blockdiogro r of brcler wtitfr levol
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Sac er?.ea E - n-, !Ure syst em

-e r-'-rater the supplied e" r, _r, - t) 4rC r aSe S the_ steam
Tricerat re -,5 t a- (t). Load changes are f~1owed by the Superhe-a-

ter~ wemg atr, t)wh a ielg as the temrerature of
steel mass of 7Herheater tubes has fellcw the load ehar- zc0.

The steam, temperatur'e at the superheater outlet iz oontcrea with
water, of tre cntna o-y hS;, which is srrayeci inta the s

t 
cam.

The amount of spray water n is proportional to the deviation of
tereal steam temperature UEfrom th!e desired steaml temperature

With- consideration of the time(, delay Tz this equatio; become-s

LEPS -L - = I EE U E t (Block TE2) (31)

Figur,< I'_ TE2 Fivour- 16. F)'

* With the a tra i eveature -Sas a function. of' the boier rrcs-
s u!re PTS the real surerheat er I meaueis
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A -" UE

PTR g

. -- ---- -- TE 3

Figure 17. Bluclk diagramn -.1., suprheater syst-n.

:-IATHEiMATICAL CO':i TILLER MODEL--

All contral ers ar-r descibe§as rermai FID _

. W T4 .

As Va s''ulatiar. usually te'-s a' . a frtq y, 't I 0z
equ . Le-ccrnti.

i1 nA~ tix ei g.T r),

IAx~cit 0 o~vt~xwt - )],I.!
2 T, v w t0

,V.-

Th 1r; i1' ca K l- T Anv
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The water levEl set roint h should be adusted proportional to
the boiler load, to keen the boiler water mwKE constant (see chapter
2.1). The best signal for the load proporticnal component of the water
level set point is the velocity of tht saturated stea WDP in the main
steam pipe.

hws hwso + . Wp(3)

Figure 18. SWe

The feedwatwe controller is a rather simple positioner with the steam
flow mD(t) as a proportional part which governs the position of the
feed water control valve.

CONTROL SYSTEMS

All control Valves are assumc to have a linear characteristic.

For theMain -urbine all pressures (pressure before turbine or
wheel pressure, bled point pressures) are proportional to the steam
flow through the turbine.

I'Vi

XSPI

Fiure 1C.

Fir. ~shl:,ws the sorplet e pressure cootrol cycle. (Inc air control
system io n:t simlane'. The air corntrol has to fndow the fue
system with trtai. restrair.ts, sn - y :nrrovemert of the behaviour

tu foe. valve will nr oa rally b ai.cf st Yiso l g air n o l'- tem).
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Th-, signal flow jiagrar, Of the 72'S 'Liotina" with two cascaded con-
tro' ers in the pressure control cycle is shown in Fig. 21,.

F -em-Per-Crr ntIe v,,V,

L------ -

r* L
[J' . , 0.Crirol v6 ye

nz anr~ BR -T

V -- ffiL

L 1 Ftidopt le coStoerjvav

Figure 23. 81-A ,'1agrm Steamn Systemi TTS LIC' (NA

ie basis Of this Systemi is an economiser heat balance with no high
pre Ssure fee d wa9ter heaters. The .energy dis-ritaticn t4 tht indivi-
dual1 hea t ing areas -econOiciser OEC;stean fPrierat ion syst em QL
superheater %p - as a fur.ctic'r of the boiler load is shown in; Fig.24.
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0.C

OA

0 0., 0.) 0.3 0t4 0. 0 0.7 0.0 0- '.0 MRLC,

Figur ?4. Erergy ,kstri!!htr of bomhrco i.pcr. ,nts

This curves ar, based or. the Foster Wheeler boiler of "L" class ships
of Deutsche Shell Tanker AG. Boilrs for a high pressure feed water
heating will have different energy distribution curve..

The influence of the boiler design is reflcted in the cycle
constants A, TSV , TO, which are rather ,igh with this noiler which
is of a very heavy design with lots of brickwork. The above constants
have to be evaluated from the design drawings of the boiler.

EVALUATION OF THE TIME LAGS AND SIMULATION OF THE "LIOTINA" SYSTEM

In this case the different time lags of the steam systec were
evaluated from the tests run with the ship's plant. The time constants
for the pressure control cycle were found to be as follows.

Time delay for fuel system 9 S

Time lag of heat transfer in furnace TD  =I5,- 3

Time delay of self evaporation TSV , £
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-ii'&3 show~s - c , paisc. Cf' v! "es :of the cortust ic, Syster. taken
on. bcooo, at.> evalues calculatec wa n h eutrmodel

506~ ~~~ 6kl, F9 0'rB759~ uel Valve

06 ,~3 position

.0

.0--- Pressure
0 Oev, atan

-01

-031

-05 m

-06 W

If

Figure 25. .0"Puriscfl Shp1 rsrd- Test with Simul'ation

The calculated values are near enough to the real values -especially

the posit ion ofr the fu el control valve - 7o that the model flIfils
the expecta'ljusa.

a It is very inthlMstirg that the at. -n gereration M fc lows
the stean, demard ffih with a -115y t. ime contn " fT 5 S. The dif-
ference bfetseer, thst ao - a>w, values is made up with self -vapcrar icn steam

m and with stteam from the steam. pipe- aDR*

7he comtbustion, cycis was disconternted frcom thC r-<tt cf the toilEr
systctt. :hi.s rnuns Tr Sp 0 A_ S i ,n
VDO - cor t .6vay S DKE' DE Ott . T ml nt. VD'

The salpl ispc ver sipk i ti ip.;) wag-a nTLJ tsr a HP. C.
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Figure 2C shows this simp, ifiel signal flod diagram. With this system
the same manouvre /test 1/ was calculated.

V

- P 4 E

j,, 12

Figure 26. Pril.,r presv're cycle

Figure 27 shows that the deviations from the values calculated with

Figure 27. Cosrp, riscn• E2 1-17



the complete boiler model are so small, that further development work of t
of the fuel cun'rol system car be done with the simple system, which
is rather fast so that a lot of work can be don in a short time.

One change of the fuel control system is shown in Fig. 28, where
the master controller is reduced to just a proportional controller for
the pressure deviation. The steam load A n is furnishing the proportio-
nal component to the fuel cortrcl valve Rnd the derivation part is
supplied by the difference of the desired load LE and the real load L I '

LE - L

Figure 28.

With the"feed forward" signal the fuel valve moves smoother, the

pressure deviations are much smaller and the time lag of the steam
generation is nearly compensated. Fig. 29.

Other calculations showed, that the results become better, when
the fuel valve moves as fast as possible into a position which is
slightly higher than the final position, needed for this load change.

CONCLUSIONS

A computer model of a steam system allows fast evaluations of the
optimum controller setting for a given control system. It can be used
to developed control systems for different boiler system.

One of the great advantages of such a model is, that parts of it
can be incorporated into a micro control computer on bord and that
calculated signals, which cannot be measured (for instance the real
steam generation ISDKE) can be taken as control signals. This opens
many new pathes to improved control systems.
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Figure 29. Simplified Boilerpremaure-control av'.te.
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PROPULSION CONTROL FOR HIGH SPECIFIC OUTPUT FOUR STROKE CYCLE

DIRECT REVERSIBLE GEARED DIESEL ENGINES IN BULK CARRIERS

By:

R. J. Maddock, Fairbanks Morse Engine Division, Colt Ind.
Bryan Nakagawa, Woodward Governor Co.

ABSTRACT

Modern, medium speed, four stroke cycle, geared marine propulsion
engines rely on exhaust gas driven turbo-compressors to achieve their
high specific outputs. Use of such engines minimizes engine room
space requirement and machinery costs, but requires more precise
control than their lower rated ancestors. For the Direct Reversible
Engine, the Crash Astern maneuver is the most demanding maneuver the
engine will experience.

The exhaust gas driven turbo-compressor contributes little to the
engine output at low rotational speeds. It is at such low speeds that
direct reversible engines, using friction clutches, must be capable of
bringing the propeller shaft speed quickly to synchronism with the
running engine.

The microprocessor based Programmable Sequencer provides the
flexibility to use techniques otherwise not practical. Closed-loop
feedback control of the clutch is used to develop maximum available
engine torque and apply it to the propeller shaft without stalling the
engine, thereby keeping vessel headreach to a minimum.

Trial data is presented with comment on the problems of
translating the planned performance into being, and with discussion of
the problems that developed during implementation.

THE DIRECT REVERSING ENGINE

For about the first 40 years
of their use as propulsion
engines, the direct reversing
diesel's natural characteristic 7,b,, __

of constant torque, instant load
response, and short period over- ,
load capacity, provided excellent AMSIENCEtopo
maneuvering power. Even as
turbocharging boosted outputs by A ..-fpb-- ,, P
a third, from about 7.5 bars
naturally aspirated, to 12 bars
BMEP (Brake Mean Effective
Pressure) , engines were operated
with sufficient excess air to
retain the capability of rapidly
accepting full load torque
throughout their speed range.

E2 2-1



A study of the engine-turbocharger schematic shown in Figure 1
illustrates the gas flow mechanics which impose a systematic increase
in engine response time as the boost ratio is increased. The turbine,
driven by the hot exhaust gases, drives a compressor which in turn
supplies the combustion air. Any load demand, requiring combustion
air beyond that available at a given instant, can be satisfied only
through a "boot-strap" process of generating more exhaust gas energy
to supply more air. At steady-state speed, the engine operates with
excess air, making the load increase sequence possible.

As specific power is increased to 15 bars BMEP, with a turbo-
charger matched for optimum full power, full torque output is limited
to speeds above approximately 2/3 rated RPM. Available torque at 40%
speed is limited to about 65% of rated torque. For an engine rated at
19.2 bars, with optimum full power turbo-charger matching, rated
torque is available only above about 85% of rated speed, and at 40%
speed, torque available shrinks to about one-third of rated. While
matching the turbo-charger for less than full RPM will broaden the
speed range over which full torque is available, there will be a
penalty of lower efficiency and higher peak pressure at full power.
Also, within practical limits, little is gained at the lowest speeds.
The engines, to which the subject Propulsion Control was fitted, were
adjusted to deliver rated torque from 2/3 to full rated speed.

Figure 2 shows the BMEP
realizable at a given charge air

Air Fuel Ratio level for various air-fuel
35: 25:1 15:1

3: 20., 1 ratios. In steady state, an
3.5 engine will run with an Air/Fuel

ratio near 30:1. During a load
/ increase an engine can be

3.0 temporarily operated with 20:1
/ ratio. Significantly lower

,5/ ratios are overfueling, produc-
ing black smoke and excessive

/ exhaust gas temperatures. Below
20 . a ratio of 16:1, output will

/ decrease. The chart is appli-
& :cable to normal engine RPM, and

1.5 / does not account for the addi-
tional losses that occur at very

' low speeds. The decreased

4 8 12 16 20 24 28 compression ratio, increased

SNEP - valve overlap and fuel delivery

Figue 2. Air Ch.rge Vs. BMEP adjustments made for rated
speed, full load operation all
tend to reduce low speed capa-
bility of an engine.

With propeller torque, versus propeller RPM approximating a
square law relationship, the torque absorbed (without opposing way on
the vessel) at minimum propeller speed is less than 20%. The
limitations described are therefore of interest only in engaging the
clutch against full opposing vessel way, when backdriving torque from
the propeller may reach over 75% of rated engine torque even at zero
shaft speed.
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Figure 3 shows the probable
zones of maximum available low speed Z SRPMAster
torques for a 19.2 and also a 14.8 60 50 40 30 ?0 10
bar B14EP engine, each superimposed on IIII
the third quadrant of a propeller
map. The relative loss in capa- 192 3ar Engine 1
bility, on the part of the high BMVP
unit is dramatic. The maximum torque
zones account for some variation in
engine arrangement and adjustment.
For a short time interval some
undefined additional capacity may be 50 ,'

Etemporarily available, but, there 60will be a significant delay in engine 12

response to such demand. 60

The propulsion control dis- 70
cussed, is in service on twin screw 80
Integrated Tug-Barge tankers of 45000 1

dwt tons and 207 meter length over- 90 A
all, powered by two 520 RPM, 9100 BHP
engines (19.2 bars BMEP). The ship
is equipped with bridge control of Figure 3. Third Quadrant Propeller Map .ith
the propulsion machinery and also Engine LW speed Available Tomue
equipped for unattended engine room
operation. At 57000 tons displace-
ment, there is a displacement/power ratio of 3.13 tons/BHP. For this
class of vessel, if the vessel has attained a full speed steady
velocity through the water and then shaft power is quickly reduced to
zero, and a shaft brake applied, we find that one full minute after
power is removed from the propeller shaft, there will still remain a
velocity through the water equal to approximately 85% of the full
speed velocity.

Recognizing the foregoing and based on general experience, it was
assumed in the initial design stage that satisfactory control charac-
teristics and vessel head reach would be achieved under "crash stop"
conditions, if the propeller could be made to turn astern within two
to three minutes after the command and movement of the remote control
handle. The problem presented by the low torque characteristic at low
engine speed of the highly turbo-charged engine and the slow rate of
vessel speed decay, was far greater than that previously faced and
resolved when 15 bar BMEP engines were used as main propulsion units.

CONTROL DESIGN

Open loop, pre-set engagement rates, of friction clutches do not
reliably force the engine to a sustained maximum engine effort in
reversing propeller rotation against backdriving torque generated by
opposing vessel way. With the engine turning slowly, both it and the
conventional mechanical/hydraulic governor respond sluggishly.
Friction of the clutch face or drums varies also, and the initial
conditions are unpredictable, all dictating a need for conservative
load application rates and a limited slip time interval. Therefore
the clutch engagement event is the area on which it was decided to
focus efforts for improving the relative performance (when
maneuvering) of engines having limited low speed lugging capability.
The required control functions and devices selected were:
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a) An engine fuel control (electronic governor) having precise
pre-set speed references, and ability to limit fuel as a
function of available combustion air.

b) A clutch with large heat-sink and heat rejection capability.

c) Regulation of clutch slipping torque in accordance with
engine speed response.

d) Clutch protection by calculation of the slip work input.

e) Flexible implementation of the Propulsion Control Logic,
Control Alarms and Station Transfer.

f) An approximation of vessel speed with a time/power
integrator.

The Programmable Sequencer fit the requirements for a primary
propulsion control element so well, that only minimal consideration
was given to alternative construction. Also, a natural selection was
an electronic fuel control having individual plug-in modules for each
function.

Having the accurate speed reference setting and fuel rack limit
(a) , a dynamic clutch control could be programmed in the sequencer to
regulate clutch torque for smooth continuous load application to the
rack limit, and which would maintain speed control by continued
regulation of clutch slipping torque. As the engine is kept operating
at the limit of its combustion air supply, it forces a continued
increase in this air supply by increased speed of the exhaust driven
turbocharger. The larger the heat-sink capacity of the clutch (b),
the longer this process could be maintained and in turn increase the
torque generated by the engine. The process is terminated either by
the propeller being brought to operating speed (and locked-up) or by
the work input to the clutch reaching the limit of safe operation.
Because there is no preset torque level, the process is self adapting
to the engines condition at the moment, and would continue to extract
the torque available from a crippled or deteriorated engine, or change
in clutch friction coefficient.

The calculation of the heat input due to clutch slip, for each
engagement, is also programmed into the sequencer. The set point or
work input permitted before aborting the attempted engagement can be
modified within limits by the operators. The clutch used has a heat
sink capacity of more than 4 BTU's per horsepower rating of the
engine. This is about twice the normal capacity for a friction clutch
on a 500 RPM engine. It will typically permit slipping to be
sustained for about 40 seconds, as compared to 10 to 15 seconds limit
in a conventional installation. This is sufficient to reduce ahead
way another 10% (of full speed) beyond the coast down curve alone.

SIMULATION MODEL

The block diagram of Figure 4 shows the interrelationships of
elements modeled in the computer simulation. The purpose of this
simulation study being primarily the validation of the dynamic control
algorithms and coefficients, not every element shown in the block
diagram needed to be modeled with detailed accuracy. While the
governor is accurately modeled, the engine performance is merely a
gain and time constant. The ship and propeller do not need detailed
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modeling; the purpose was not to find the maximum ;hip's speed that
could be used, but rather to extract the optimum effort from the
engine without undue hazard to the clutch. The clutch control
algorithm is modeled in detail; it i then directly duplicated in the
microprocessor including the sampling rate. Only the "Crash Astern"
maneuver was studied.

By selection cf the speed droop, proportional and velocity error
coefficients, and their ratio, both stability and engine loading rate
are determined for the period of engine control by torque regulation.
Figure 5 shows the calculated engine speed and shaft torque when the
propeller shaft was locked. The importance of this exercise is the
demonstration that the clutch could be slipped for about 25 seconds
even under this most unfavorable velocity difference. Figure 6 shows
the result of normal release of the shaft, engine speed and inflation
rate are identical to the lo-ked shaft case, up to shaft lock-up,
since the loop is controlled frim the driving side. The clutch slip
work converted to heat is reduced by more than half; the average shaft
speed being greater than half the equivalent mean engine RPM.

IMPLEMENTATION

For the twin screw ship application discussed, the propulsion
control consisted of:

2 Programmable Sequencers
2 Electronic Fuel Controllers
2 Hydraulic Actuators
2 Combined Control Interface and Local Operating Panels
1 Central Control Panel with Thrust Control Levers
1 Bridge Control Panel with Thrust Control Levers

Figure 7 shows the Fuel Control units ;nd Sequencers.

Fuel Control

The fuel control is primarily analog and accepts input signals of
speed, manifold air pressure, and Thrust Control Lever position. A
current signal, proportional to the desired fueling level, is output
to the hydraulic actuator, to position the fuel rack on the engine.
The hydraulic actuator, also contains a complete mechanical ballhad
governor for backup, and for use when in the local control mode. The
speed setting motor enables an operator to raise or lower the speed
from the local control panel located near the engine.

Modular Packaging. The engine speed/fuel control is a modular
package housing two functionally independent fuel controls in one
chassis; one for each engine. It has been designed to fit in a
standard 19 inch rack. Each module performs a single function closely
associated with one of the engine parameters for ease of trouble-
shooting. Occasionally, a module will have a second function if room
can be found for the additional circuitry. Downtime is kept to a
minimum by isolating the problem to a module and replacing it. The
modules are of the plug-in type and easily replaced. LED indicators
located on the front panels -f each module aid in monitoring the
status of the engine control. F-r instance, the speed control module
pertains primarily to engine speed and the LED's indicate the status
of: control, speed pickup failsafe, two speed switches, and an
overspeed switch.
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Module Selection. The versatile nature of the hardware enables
the selection of the appropriate modules for the functions required.
If more inputs and outputs are necessary, the size of the control
system can be expanded. A primary reason for selecting this control
unit is the Digital Speed Reference module. This module establishes a
reference for the Speed Control module via raise, lower, or four other
preset selections fo- a total of six adjustable setpoints. In addi-
tion, the reference can move, between set points, at four adjustable
rates, including instant. Long term stability is achieved by
establishing the speed references in digital circuitry.

To prevent overfueling, with resulting black smoke in the
exhaust, a Manifold limiter module is used. This module sets a
ceiling on the amount of fuel supplied to the engine as a function of
air manifold pressure.

The control dynamics, and stability adjustments, are contained on
the Speed Control module. In addition, a 4-20 ma readout, is used to
send an accurate analog of engine speed to the sequencer.

The Auxiliary module buffers the speed setting signals from the
Thrust Control Levers and compares them to the Digital Speed Reference
output. It positions the Digital Speed Reference accordingly to make
them match.

The Final Driver module produces the current signal to the
actuator. It, also, generates an actuator failsafe if an overcurrent
condition is detected.

Programmable Sequencers

At the heart of the system are the sequencers, one for each
engine. These are also, modular packages that fit in a standard 19
inch rack. Although, no module has a close association with any of
the engine parameters, such as in the engine fuel control, each module
still performs a single function. The sequencer is capable of
handling 32 digital inputs, 32 digital outputs, 4 analog inputs, and 4
analog outputs.

Most of the modules of the sequencer pertain to digital and
analog Input/Output. All I/O, whether digital or analog, is buffered
from the external world by special modules that communicate to the CPU
(Central Processing Unit) module. The states of the digital inputs
and outputs are displayed by LED indicators located on the front
panels of their respective modules (see Figure 7).

SOFTWARE

The programming of the sequencers is done in a proprietary
language developed especially for programming engine and gas turbine
applications. It is capable of manipulating analog and digital I/O,
timers, and sequences running concurrently--in addition to the many
features of conventional programming languages. The software has been
divided into two parts, the operating system and the application
program.

Operating System

The operating system is a collection of programs that organize
the microprocessor and its peripherals into a sequencer, controller,
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and monitor. It serves as an environment in which the application
programs run. This allows the application programmer to write
programs without knowing the microprocessor and its peripherals in
explicit detail.

Concurrency. An operating system feature is concurrency. This
enables many sequences to run simultaneously, giving the effect that
there is a processor for each sequence. When sequencing or
controlling independent equipment this is especially useful.

Timers. A total of 48 precision timers are available. These
timers can be used in timing events and flashing lights for
annunciation.

Di ital and Analog I/O. Discrete inputs and outputs are handled
easily in conjunction with the appropriate buffer modules, keeping the
Sequencer circuits isolated from external voltages. Analog (4-20 ma)
inputs and outputs must, also, be accompanied by their respective
buffer modules.

Self Checking Features. The sequencer periodically runs through
seven routines to monitor its own health. Whenever a malfunction is
detected, it can shut itself down and turn off all the digital out-
puts. These self checking features include: verifying the internal
registers of the microprocessor; verifying the clock and related
circuitry; checking the lithium battery, if installed; verifying
designated areas of RAM; insuring that no more than 48 sequences are
active at once; checking the discrete output modules; and insuring
that interrupts are serviced within 15 milliseconds of the request.

Application Program

The application program accomplishes several tasks:

a) All necessary sequencing for starting and stopping the
direct reversible engine, which includes checking start
permissives.

b) All necessary sequencing for clutch engagement, which
includes checking clutch permissives.

c) A proportional-velocity algorithm for clutch engagement.

d) A work computation algorithm for calculating the amount of
heat generated by the clutch during the engagement process.

e) A timing integrator algorithm, for predicting the
approximate velocity of the ship, used as a clutch
permissive for crash asterns.

f) A control transfer sequence for transferring control from
the engine room to the bridge and vice versa.

g) A monitor to observe the values of analog inputs and ouputs.

h) An emergency shutdown sequence.

Clutch Control. The dynamic control of clutch pressure during
engagement of the pneumatic friction clutch is a primary reason for
the design of this system. The control algorithm is implemented in
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the application program. During clutch engagement the engine speed is
sampled every 85 milliseconds, the speed error and its derivative
calculated, and the required corrective action taken thru one of the
analog output channels. Since it uses a speed reference lower than
that of the fuel control by approximately the speed droop, the
achieved result is a smooth increase in engine output power as the
speed slows along the droop line.

Thrust Control Lever Monitoring. A sequence monitors the Thrust
Control Levers for commands to: Standby Ahead, Clutch in Ahead,
Standby Astern, Clutch in Astern, and Stop. As the Control Lever is
moved to Standby Ahead, or Standby Astern, it detects the desired
direction of rotation, shifts the cams if necessary, and starts the
engine in the proper rotation. While in "Clutch in Ahead", or "Clutch
in Astern", the Thrust Control Levers produce speed setting signal to
the fuel control. Detecting instantaneous changes in the positions of
the Thrust Control Levers is a matter of programming.

Setpoint Modification. Setpoints for timers and switchpoints can
be modified within a limited range determined by the application
program. The Keyboard Monitor module (see Figure 7) allows easy
access to the setpoints for viewing, but a key is required for actual
modification.

Programmability. The programming capability allowed us to "test
and te sequencing and monitoring for improved operation.
Once the application program had been established, the RAM (Random
Access Memory) module was replaced with a PROM (Programmable Read Only
Memory) module which contained the program in permanent form.

Incomplete Sequencing. If for some reason, the start or clutch
engage sequences cannot be completed, visual and audio alarms warn the
operator. The sequencer will preclude inadvertent continuation of the
sequence until the problem has been corrected and the sequence again
initiated (reset). To reset the start or clutch engage sequences,
overt action is required for obvious safety reasons. The operator
must pull the Thrust Control Levers back one level. For instance, a
clutch engagement failure would require the Thrust Control Levers to
be moved for "Clutch in Ahead" to "Standby Ahead". A start failure
would require the Thrust Control Levers to be moved from "Standby
Ahead" to "Stop".

INSTALLATION AND TESTING

Three problems became apparent in the installation testing stage.

a) The high flow loss in the pneumatic system, between the
electric/pneumatic transducer (I/P) and clutch, resulted in
a phase loss that required reducing gain to an
unsatisfactory level to stabilize.

b) The slow down, following an engine overspeed transient, on a
direct "start and engage clutch" maneuver, as opposed to
engagement to a running engine, caused the system to
partially fill the clutch then dump completely and re-engage
the shaft brake.

c) It was found possible to wipe the throttle directly thru
from ahead to astern without triggering the proper shut down
- reverse - restart sequence.
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The first item resulted from inadequately sized piping in the
pneumatic (local) control panel and ship's piping. To a praczical
extent, the control panel piping was rearranged and enlarged for
increased flow, and to locate sensors for more realistic readings
during active flow. Although flow head loss was still significant,
the changes made resulted in a useable system. Further improvement
was made by program changes to place limits on the controlling equa-
tion. An upper limit on pressure during slip, minimized the magnitude
of flow pressure loss. A minimum clutch pressure limit was estab-
lished at a level sufficient to avoid violent cycling and brake
reengagement, but low enough to present little danger of engine stall.
This change, together with a reduction in rate of speed reference
change, and the piping modifications, corrected both deficiencies (a)
and (b) above. Problem (c) was a program oversight, easily corrected
by a program modification made during the initial trials.

SEA TRIAL TESTS

Figure 8 and Figure 9 are records of dynamic variables made on
the ships sea trials. In each chart, (a) is the I/P clutch command in
millamperes; (b) the actual inflation pressure of the clutch's
pneumatic bladder in PSI; (c) the engine rack position in millimeters;
(d) the engine RPM; and (e) the shaft RPM.

During clutch slip, the no-load engine speed reference is changed
from 170 to 250 RPM (droop would bring full load back to near 200
RPM) . This change is made slowly (in contrast to the simulation) as
an accommodation to the limited flow of air to the clutch. Had this
air flow capacity been greater, the engine loading could have been
somewhat faster, reducing unproductive clutch slip at low torque. It
is desirable, however, to increase the engine load gradually without
wild rack fluctuation; all records show this was done.

Crash Astern

Figure 8 is the record of an aborted crash astern, it illustrates
the ability of the dynamic clutch control to regulate engine speed by
controlling torque across the clutch. Figure 8(c) shows the rack
against a limit from about 18 seconds onward. With the rack blocked
the speed governor could no longer regulate, yet, Figure 8(d) shows
the speed stable as the result of clutch pressure 8(b) being adjusted
for clutch torque exactly equal to the torque generated by the engine.
Also note that, although the engine speed remained constant, the shaft
speed, Figure 8(e), is very slowly increasing astern, in this instance
due primarily to decreasing ship speed. It is probable that another
10 seconds would have brought the propeller speed to synchronism while
still remaining well within the clutches heat-sink capacity. The
maneuver was the first trial of a new ship, the limit settings were
all unnecessarily restrictive, hence, the maneuver was cut off at 30
seconds. Adjustment of the manifold air pressure rack limit to its
proper level resulted in a successful shaft reversal.

Figure 9 is the record of a successful "crash stop" from full
power at maximum ship's draft. The movement of the Control Lever from
Ahead to Astern, removes engine power, applies the shaft brake and
declutches the engine from the reduction gear. As the engine
approaches a stop, the camshafts are shifted astern, and the engine
restarted in astern rotation. The engine remains at idle speed
awaiting the astern timing integrator to be cleared (about 140 seconds
from original control lever movement for the fully charged case).
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When this "set point" is reached, clutch engagement starts, corre-
sponding to time zero on Figures 8 and 9. The clutch command current
is shown in Figure 9(a) and the resulting clutch air pressure on 9(b).
The engine no load speed is changed from 170 to 250 RPM over a 5
second period also beginning at time zero. At this point, the clutch
control attempts to regulate engine speed at 200 RPM while the speed
control attempts to maintain a higher speed (200 to 250 depending on
load). Both Figures 8(d) and 9(d) show the result to be a steady drop
in speed between about 240 and 220 RPM as fuel rack (torque)
increases, in the time range of 5 to 15 or 20 seconds on the charts.
Figure 9(e) is the shaft or propeller speed.

"Raydist" position plots made every few seconds, during several
trials similar to that recorded in Figure 9, measured stopping
distance, projected along the original heading, and averaged slightly
less than 5.5 ship lengths. The time to "Dead In Water", was between
380 and 420 seconds. The actual distance along the ships track is
estimated to average 6.5 ship lengths.

While the dynamic clutch control proved capable of accomplishing
the crash astern maneuver at slightly higher torque than had been
expected, this gain was offset by the back driving propeller torque
being higher than expected. The vessels are operating with a control
set to attempt a clutch engagement in 140 seconds from command, with
the timing integrator fully charged. To fully charge the integrator
the vessel must remain at full power for about 20 minutes. For a ship
at maximum draft, with a clean hull, the residual vessel speed at 140
seconds from full power is approximately 65 percent. After slipping
the clutch for 30 seconds the speed is reduced another 15 to 20%
making the clutch lock-up speed 45 to 50% of full vessel speed. While
the chart of Fig. 3 shows this to be beyond the engines steady-state
torque capacity, they have demonstrated an ability to reliably sustain
rotational speed, until the vessel speed is further lowered, and the
engine can regain RPM, a matter of only a few more seconds.

EVALUATION

It is probable that the improvement realized in a crash astern
maneuver, with the dynamic clutch control as compared to more
conventional handling, was on the order of two minutes in time and
perhaps 1500 ft. in head reach. The compromise necessary for the
restricted flow capacity, of the machinery space interface panel and
piping to clutch, generated additional heat in the clutch plates that
could have been more productively utilized. This was not an important
factor in this instance, the clutch having adequate capacity.

The Programmable Sequencer worked well and its acceptance by
operating personnel is not expected to be a problem. The ability to
diagnose and correct problems should be improved with respect to a
hard wired analog system on PC cards. While operating engineers,
perhaps, do not have the understanding or feel of relating functions
and control components that they develop with a moving parts pneumatic
or relay panel electric control system, it is not felt that this will
inhibit servicing. Service of the microprocessor will be by change
out of PC cards. Diagnosis will be largely by interpretation of the
LED I/O indicators on each card edge.
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DYNAMIC PERFORMANCE SIMULATION ANALYSIS IN THE
DESIGN OF A MARINE INTEGRATED NAVIGATION SYSTEM

by J.C. McMillan and Dr. D.F. Liang
Electromagnetics Section/Electronics Division

Defence Research Establishment Ottawa
Ottawa, KIA OZ4

ABSTRACT

This paper presents some of the more significant initial
results of recent design and simulation analysis of a Marine Inte-
grated Navigation System. For this phase of the study, the integrat-
ed system consisted of a dead reckoning system (Gyrocompass and speed
log) and an Omega receiver. Two integration algorithms were designed
to combine the data from these instruments using the Kalman filter
technique. Extensive simulation results presented consistently
indicate the superior performance characteristics of both integration
schemes (the 12-state and 16-state filters) over those of a similar
system without integration.

1.0 INTRODUCTION

The Canadian Navy is planning to increase its usage of comput-
er assisted command, control and data link communications systems.
Increasing emphasis shall be placed on the improvement of navigation
accuracy and position reporting efficiency. In addition, in order to
successfully carry out joint operations with other ships spread over
large areas of the sea, it becomes increasingly essential that each
ship be provided with the ability to accurately determine its own
position. The availability of powerful digital processors and more
accurate sensors makes it possible to satisfy this requirement.

In view of this, a Marine Integrated Navigation System design
and development study was undertaken by the Defenre Research
Establishment Ottawa at the initiation of the Director Marine
and Electrical Engineering (DMEE). The aim is to ultimately develop
a low-cost marine integrated navigation system, based on modern
estimation theory, that will optionally combine diverse and uncorre-
lated navigation sensor information to provide "optimal" continuous
estimates of ship position, speed and various other parameters of
interest.

The ultimate marine integrated system may possibly be as
depicted in Figure 1, where the navigation systems can be grouped
into two general categories: radio navigation systems and dead
reckoning systems. The dead reckoning systems are the inertial
navigator, underwater log equipment, and gyrocompass. These systems
are completely self-contained and provide velocity information which
can be integrated to obtain the position information of the ship but
they have a tendency to drift, slowly accumulating a large error over
the course of a long sea voyage. On the other hand, the radio
navigation systems have to rely upon radio signals transmitted from
external sources (the beacon or transponder) and they are: Loran,
Omega, Decca and Global Positioning System (GPS). These systems can
provide direct position information output and the position errors
will not grow with the passage of time, because errors are not
accumulated through its integration routine.
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Because of this complementary nature of the DR and the radio
navigation systems, it has been common to manually "reset" the ships
DR estimated position to the radio nav. aid position, typically once
every few hours. This does not make optimal use of either set of
measurements, since at each reset all previous DR and radio nay. aid
measurements are essentially forgotten. Moreover, the present-day
navigation systems without integration, among other things suffer
from the deficiency of incongruity and are burdensome in operation.
The success of the navigation operation is highly dependent upon the
experience of the operator and the amount of time he can dedicate to
this operation.

In order to take advantage of the short-term stability of the DR
system and the long term stability of the radio navigation system one
can apply the theory of optimal estimation, which can combine the
measurements in such a way as to obtain a statistically "optimal"
estimate of the ships position and velocity.

The automatic marine integrated system of Figure 1 not only
improves operational accuracy, reliability, efficiency and versatility,
but also provides performance congruity, CEP information, automatic
navigation computation and continuous records of operation. Moreover,
it can also provide automatic course alarm and the facility for
automatic course correction and fire control integration.

1.1 Scope Of This Presentation

The instruments chosen for simulated integration at this initial
phase of the study consist of gyrocompass, speed log and omega receiver.
The integrated navigation system data processing algorithm was
implemented on a general purpose computer, with "measurement" data
numerically simulated, using statistical error models to represent
the navigation sensor errors. This allows complete control of the
testing conditions and facilitates the rapid and efficient evaluation
of the filter performance characteristics for a large number of
different test voyages. The alternative would require the costly and
time consuming process of collecting vast amounts of real measurement
data.

Results of the simulation analysis are of course dependent upon
the validity of the models used to simulate the measurement data.
Nevertheless the clear success of the initial simulation analysis
justifies proceeding to the sea trial validation phase, using real
measurements from a ship at sea. Further research is to be conducted
to investigate the benefits of incorporating more sensors into this
integration scheme, such as DECCA, LORAN-C, GPS etc..

This paper however is devoted to some of the initial results of
this development project. In particular this paper examines the
improvement in navigation accuracy and robustness that can be achieved
by two different sensor integration schemes (a 16-state and a 12-state
suboptimal Kalman filter) for a gyrocompass, speed log and omega
receiver.

The primary criterion for evaluating these integration algorithm
designs will be the absolute and relative accuracy of the position and
velocity information obtained, under both normal and unusual error
conditions. Another criterion will be the computational processing
requirements in terms of execution time and core memory.
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2.0 DEAD RECKONING AND OMEGA SIMULATIONS

True Position and Velocity

For the purpose of simulation, "true" velocity (VNVE) is gener-
ated according to

VN =S Cos + VNC

VE  S Sin 0 + VEC)

where S and a are the ships water speed and heading, and V ,V are
the ocean current components. The ships position (LAT,LONTis
determined by integrating this velocity, or in the discrete case by
the update equation

LAT it -. 
+ N'~ NLONG t+ lit V /RE Cos (LAT t (2)

where R, and R are the radii of curvature of the earth in the north
and eas direction (functions of position). This representation will
be accurate if At is sufficiently small.

DR Position and Velocity

Simulation of the DR position estimate is based on these same
equations (1) and (2) except that the ocean current is not known and
the measured speed and heading are corrupted with drifting errors.
Thus the DR position is found by

VEI1  (s + dS) Sin (0 + do)J (3)

[LATijtj = [LATi1] + [V Nl'Rl ]At
LONGljt 1LONGI I V ElIElCos LA It (4)

Comparing equations 1 and 2 to equations 3 and 4, it can be seen
that the dominant sources of error in the dead reckoning position and
veloctiy estimates are the EM log speed error, the gyrocompass heading
error, and the north and east components of the ocean current. Each
of these four errors can be modeled by a first order Markov process,
so that 4 error states are required to describe the DR error.

Since the ships latitude and longitude are the primary quantities
of interest, 2 states are used to represent the error of the DR
latitude and longitude. The filter estimates of these two error states
can then be used to remove the error from the DR position estimate.

omega Error Characteristics

Omega is an hyperbolic system that utilizes lines of position
based on phase difference measurements from at least three transmitters.
It operates in the 10 to 14 KHz band and, since each station has a

Fl 1-3



range of 13000 Km, only eight stations will be sufficient to provide
world-wide coverage.

Changes in the ionospheric propagation characteristics cause
anomalous variations in the Omega phase measurements. These errors
can be partially compensated for by using skywave correction tables.
However, there remain four major components of residual error. The
statistical properties of this residual error have been studied in
detail by various groups [1],(2] and it is generally agreed that when
skywave correction tables have been used, the remaining phase error
at the Omega receiver has an autocorrelation function of the form

Y(T) = A
2
e- t/T 1 + B2 e -T/T 2 + C

2
e-T/TI COS(WT)

where T1 and T2 are autocorrelation times, w is the earth rate
(2r/24 hours) and A,B and C are constants. This phase error can
therefore be adequately described by the sum of three stochastic
processes: two first order Markov processes and a periodic process
with a period of 24 hours. Since the periodic process is second order,
a total of four states are required to properly model each Omega
phase error. Determining three different Omega lines of position
(LOP) requires reception of Omega signals from 4 distinct stations.
Therefore a total of 16 Omega error states are required to represent
these Omega errors.

Thus the so called real world model in the simulation program
requires a total of 22 error states.

3.0 KALMAN FILTER DESIGNS

The dynamics of the error state vector X is mathematically
described by the system model

x = F (X) + W (6)

where W is a zero-mean Gaussian white noise process. If equation (6)
were written out in component form in full detail, it could be seen
that the only non-linearity in the system model is due to gyrocompass
heading error. Fortunately this error is relatively small, allowing
a linear filter to be applied with some success by simply neglecting
the heading error.

In fact there are many possible suboptimal filter models that
could be derived from simplified world models. The problem is to
determine which error states can be ignored to reduce the size of the
filter (and hence the computational burden), without significantly
degrading the performance. Preliminary results presented here dem-
onstrate that the number of states can be reduced to 16, and even to
12, without significant degradation.

Table 1 lists the error states used for the real world model
and for each of the suboptimal filter models. This real world model
was used to generate measurement input data to both suboptimal filters
for the purpose of performance evaluation and sensitivity analysis.

The general form of a discrete linear Kalman filter is summarized
in Table 2 and Figure 2 [4].
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DR Errors

Both suboptimal system models neglect the gyrocompass heading
error and the speed log error. Partial compensation is achieved by
increasing the expected ocean current error to absorb some of this
unmodeled velocity error. These DR error states, together with the
latitude and longitude errors (dx,dL), prop&gate independently of the
Omega errors, accordinq to the linear state equation

d dL 000 1 i dL-1 = 
+ W (7)d-t VNC 0 0- Tc 0 VNC +

VEC 00 0 -14 c J EC

where Tc is the ocean current correlation time.

Omega Error Model

Since an Omega line of position error is the difference between
two independent phase errors, the statistical properties of the LOP
error will be basically the same as that of a phase error. By model-
iig the three LOP errors instead of the four phase errors, the 16-
state filter requires only 12 states to represent the Omega errors.
The four Omega error states for each LOP error propagate according to

BIAS -1lTl 0 0 0 1 rBIAS 1
dfMARKOV 1= 0 -142 0 I I K + (8

dtj PERIODI [0 0 0 1 PERIODI
P2 0 0 -.2 -2.1] P 2 1]

where the driving noise W is the difference between two uncorrelated
zero-mean Gaussion white noise processes; one for each Omega signal
used to determine the LOP. P2 is the extra state needed to model
the periodic component of the error, Ti and T2 are the Markov process
correlation times and a is a constant. Here the strongly correlated
Markov process is referred to as a bias to distinguish it from the
more weakly correlated one.

Equations (7) and (8) define the continuous state space model
for the 16-state filter. The 12-state filter model used the same
4-state DR model but a smaller Omega model. Here phase errors from
4 Omega signals are modelled (rather than from 3 LOPs as in the 16-
state filter). Two states are utilized to represent each of these
phase errors, for a total of 8 Omega error states. This was accomp-
lished by omitting the periodic states and adjusting the parameters
of the weakly correlated Markov processes to maintain the correct
mean values and correlation times. The phase error of each Omega
signal is therefore modelee by the following two Markov processes

d [ BIAS 1 1 i 0 BIASV 1 +W (9[ MARKOV I [ 0 -143 [MAKov -

where T1 and T3 are the correlation time constants.
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Measurements

The measurement model describes the relationship between the
inputs to the Kalman filter, 7, called measurements, and the state
vector X that is to be determined from these inputs. For linear
systems this is generally of the form

Z (t) = H(t)X(t) + V(t) (10)

where V is the measurement noise and H(t) is the measurement matrix.
The sae measurement vector was chosen for each of the two filters.
It consists of three elements, each of which is the difference between
an LOP as measured by the Cmega receiver and the corresponding LOP
as calculated from the DR position estimate and the known locations
of the Omega broadcasting stations. This measurement is related to
the 16-state vector accordin,, to

Z11 (Cosil - Cos"".,1) (Sinqil - Sin4jl) 0 0 1110 0000 0000

Z2 =cos'wi2 - CosJ2 (Sin i2- Sin' 2) 0 0 0000 1110 0000 X + V

Z3  cosy i3 - Cos'iJ3 (Sinai3 - Sinf. 3 ) 0 0 0000 0000 1110

(11)

where the 'is are the bearings from the ship to the Omega stations,
and the LOP used in measurement Zk is defined by the phase differ-
ence between the signals from Omega stations ik and ik 13]. The
measurement noise V is assumed to be zero mean Gaussian white noise
with covariance matrix R.

The measurement equation for the 12-state filter is
similar to (11) but is more dependent on the choice of Omega stations
for the three LOPs. For example if LOPi uses station i and + 1 then

[Zl 1Cos T 2  - Cos'1) 'Sin i2  - SinYl) 0 0 11 -1-1 0 0 0 0]

Z2 = (Cos( 3 - Cos2) (Sin- 3 - Sin4' 2) 0 0 00 1 1-1-1 0 X V

Z3 (CosY 4 - Cos 3 ) (Sin' 4 - Sin'-3 ) 0 00 0 0 1 i-I-i]

(12)

Discrete Kalman Filter Implementation

Formulating the Kalman filters for implementation on a digital
computer requires that the continuous state space models defined by
equations (7),(8) and (9) be converted to the equivalent discrete
models, of the form

t = (t) (tk-l'tk) X (tk-l) + W(tk-l) (13j

Here 1 (t ,t ) is the transition matrix, and W is a white noise
sequence 1i~h ovariance matrix Q . After formulating the discrete
equations and developing the necessary software, many computer
simulations were run to simulate the true states X and measurements
7. These measurements were then processed by both filters.
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The simulated filter estimates R were compared with the simulated
"true" values X to determine the absolute accuracy of the two filters.
These filter estimates were also compared to the estimates obtained
by the conventional method of evaluating DR estimates and correcting
with Omega resets at some fixed update interval.

Another criterion for evaluating these filters is the computat-
ional burden. The processing time required to implement these filters
using the U-D factorization method is roughly proportional to the
number of multiplications needed, which according to Bierman [51 varies
as

n2-n I (l.5n
2 

+ 5.5n)m

where n is the number of state variables and m is the number of
measurements. Thus the 16 state filter should require 1.7 times more
processing time than the 12 state filter.

4.0 SIMULATION RESULTS

In the previous section we described two Kalman filters for
integrating the DR with the Omega radio navigational aid. Since it
is difficult to theoretically compare the performance characteristics
of these two filters with those of the same system without integration,
it is necessary to conduct extensive numerical simulation and sensit-
ivity analysis to provide meaningful comparisons.

Effects of Filter Update Rate

Table 3 shows the effects of filter update interval on the
performance of the 16-state filter, the 12-state filter and the
conventional system without integration. The filter update intervals
selected are 5 minutes, 30 minutes and 4 hours. For each set of
filter update interval, we have simulated two distinct voyages of 28
hours. From Table 3 it is apparent that the RMS radial position
errors of both the 16-state and the 12-state filter are signif'cantly
smaller for smaller filter update intervals. But the perforr..nce
accuracy of the conventional reset method does not improve even when
the interval between Omega resets is shortened. This is to be expected
because the performance accuracy of the reset technique is directly
dependent upon the accuracy of the most recent Omega measurement,
and not on the frequency of resets. The filters, however, can
optimally incorporate all Omega measurement inputs to improve its
overall system performance. Since a shorter filter update interval
implies the availability of more abundant measurement inputs, this
helps the filter to correct its estimates more frequently. Of course,
there is a limit to the accuracy achievable by the filters as well,
because higher filter updating rates require increased computational
burden and also lead to numerical error growth. As seen from Table
3, the filtering update interval of 5 minutes not only provides
significant performance improvement over that of the conventional
reset techniques but also represents a practical and effective choice
of filter update interval, since it does not impose excessive comp-
utational burden, nor does it cause noticeable numerical error
growth. As a result of this, all subsequent simulation runs were
carried out with this 5 minute filter update time interval.
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Monte Carlo Simulation

To obtain a meaningful indication of the performance capability
of these integration schemes, a large number of 28 hour voyages were
simulated. Measurements were generated using the "real world" error
model, and processed by both filter algorithms and the conventional
reset algorithm. Some of the results are shown in Table 4 which lists
the RMS position errors, in meters, for each voyage, and also lists
the ratio by which the filter errors are smaller than the reset
errors. This table clearly demonstrates the ability of both filters
to consistantly produce a significantly more accurate position
estimate than the conventional method; even though both filters
processed exactly the same measurement inputs used by the conventional
reset method. The ratio of the RMS radial position errors show
that both filters reduce the position error by a factor of between
2 and 6. The overall improvement ratio for the RMS position error is
approximately 4 to 1 for both filters.

Another result that was observed but not listed in this table,
is that the position errors of both filters were less than 3 km. at
all times during each of these simulation runs, whereas the error
using the conventional method was at times greater than 12 km. This
indicates that the "worst case" position error can also be effectively
reduced by a factor of about 4 by implementing one of these filters.

Table 5 presents the RMS velocity errors of both the filters
and the conventional reset technique, for simulated voyages identical
to those of Table 4. Here the velocity errors are also consistantly
smaller when either of the filters are used instead of the convent-
ional reset method. However the range of improvement ratio for
both filters is between 1.3 and 1.6, which is considerably smaller
than the improvement achieved for position errors. This agrees
well with theoretical expectation since Omega measurements only
provide additional position information and therefore the synergistic
integration of the DR and Omega can improve the accuracy of the
position to a much greater extent than the velocity.

To further illustrate and compare the performance behaviour
of the two filters with that of the conventional reset technique,
typical simulation results are presented in Figure 3, where the radial
position errors for one particular voyage are plotted. Statistically
more reliable indication of the expected filter performance is
obtained from the 12-voyage RMS averages, which are presented in
Figure 4. From these it is obvious that the position error for the
DR is the most severe and tends to grow with the passing of time;
accumulating a position error of 15 km. for a journey of 28 hours.
The position error for the conventional reset technique also has
the same tendency to drift in the time interval between resets.
When the reset is performed, the position error is corrected down
to the 3-km. accuracy level of the Omega measurement. On the other
hand, both filters consistently display stable error behaviour.
Their position errors are bounded to about 1 km. and they do not
display any time-dependent error growth characteristics after the
first few hours of operation.

From Figure 4 it can also be observed that there is no sig-
nificant difference between the performance of the 16-state and
the 12-state filters. This is rather significant, since the 12-
state filter is computationally 1.7 times more efficient than the
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16-state filter, yet it can perform almost as well as the 16-state

filter.

Sensitivity Analysis

In the previous subsection, all performance results presented
were based upon numerical simulations that assumed perfect a priori
knowledge of subsystem error characteristics and its operational
environment. However, considering the variety of operational
environments the naval vessels will encounter, it is impossible to
use one error model representation to characterize all the true
operational system error behaviour. Therefore it is important to
systemtically examine the performance of these two filters under
abnormal conditions, when there are serious discrepancies between
the prior statistics assumed by the filters and the error character-
istics of the true operational environment. For this, extensive
sensitivity analysis was conducted to evaluate the performance of
the conventional reset technique and both of the filters under abnormal
conditions. Conditions used were such that each significant error
source statistic was either increased or decreased by a factor of
three, while all other error statistics remained unchanged at their
normal values.

The results of this study are presented in Table 6, where for
brevity each position error represents the RMS over two simulated runs.
It is apparent that both filters respond in a very similar manner to
each of the abnormal conditions. The improvement ratio of the filter
position errors over those of the conventional reset method is within
the range of 3.1 to 6.3 under all of these conditions. It should be
noted that the absolute error of the filter position estimates was
most seriously degraded when the Omega phase error was three times
larger than the assumed nominal value. Here the RMS position errors
of the filters and the conventional reset are 2,930. meters for the
16-state filter, 3,289. meters for the 12-state filter and 10,428.
meters for reset.

For this worst case under abnormal conditions, the simulation
results in terms of position errors versus time are illustrated in
Figure 5. Here it should be kept in mind that not only does this
represent the use of Omega measurements three times less accurate
than normal, but also that the filters were designed using nominal
error parameters. Furthermore, even though there is such a discrep-
ancy between the error models used to generate the abnormal measurements
and the nominal error model used to design the filters, both filters
remained amazingly stable and are consistently superior to the
conventional reset method over a very broad range of possible
operational error conditions.

5.0 CONCLUSIONS

In this initial design and simulation study, we have briefly
discussed the advantages of synergistic integration of various
navigation sensors. In particular, two integration schemes based on
modern estimation techniques were designed to integrate a dead reck-
oning system and an Omega receiver. Exte:,sive numerical simulation
and sensitivity analysis work was conducted to compare the performance
of these two filters against that of the dead reckoning and the con-
ventional reset approaches.
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Using the conventional method of periodically reseting the DR
position estimate to the Omega position, the RMS position error was
found to be 4,4F8 meters, under normal conditions. With 5 minute
filter update intervals, the implementation of 16 and 12-state filters
are shown to be capable of reducing this RMS position error to 1,181
meters and 1,213 meters respectively, which is a very siqnificant
improvement. Relative improvement ratios of these liltar position
accuracies are therefore 3.8 and 3.7 respectively.

Both filters also improve the velocity accuracy, reducing the
RMS velocity error from .6m/sec. to .4m/sec. under normal conditions.
Furthermore the improvement in position accuracy was seen to persist
under all conditions tested, even when the modelling mismatch was
rather serious. The robustness and stability of both filters are
some of the essential characteristics that can help to ensure the
success of naval operations in a great variety of operational environ-
ments.

The extensive simulation results also indicate that a comput-
ationally more efficient 12-state filter performs virtually as well
as the larger 16-state filter. The implementation of this 12-state
filter, at a 5 minute filter update rate, can easily be carried out
in a medium-speed microprocessor. The real-time implementation of
this integration scheme and its sea-trial validation is part of the
follow-up activities of this project.
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Figure 1. Marine Integrated Navigation System

.... .... ..

A/D

ANALOG DISP

GYRO A/D

RADAR

DECCA A/D

L-El c
0
M
P
U

OMEGA 
T
E
R DISPLAY

LORAN C

/A

LFUTURE POSSIBILITY: 
KEY -BOARD

NAVIGATOR

NAVSTAR 41

Fl 1-11



!

TABLE 1: SYSTEM ERROR STATES

ERROR SOURCE ERROR STATES

REAL 16-STATE 12-STATE
WORLD FILTER FILTER

GYROCOMPASS 1 1
EM LOG 1 2 2

OCEAN CURRENT 2 J
DR POSITION 2 2 2

OMEGA PHASE PROPAGATION

BIAS 4 3 4
MARKOV 4 3 }4
PERIODIC 8 6

TOTAL NO. OF STATES 22 16 12
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Table 2. Discrete Kalman Filter Equations

Assumptions

System Model xk = klXkl +Wkl wk N N(OQk)

Measurement Model zk = HkXk + vk  vk  N(O,Rk)

Initial Conditions R* = E{x o) Po = E((RO - Xo)(R0 - Xo)T

White Noise E{vjvTI = 0 E{wjW } = 0 for all j k

Independence E{wjv1k = E{xovk} E(Xovc T} =0 for all j,k

Pk is positive definite for all k

Recursion Formulae

Propagation Rk(-) Pk-iRk-l

Pk
(- ) 

= 0k-ik-l kl I+ k-l

Filtering k R k() + K k [z k - HkR k(-)

Error Covariance Pk = [I - kHk|Pk(-)[I-ykHk
i
T + KkRKkT

Kalman Gain Kk = Pk
-
) HT [H kP k(-) Hk + Rk]
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I Figure 2. Block Diagram for Kalman Filter Integrating
Dead-Reckoning Sytmand Omega Receiver
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Table 3. Effect of Filter Updating Rate On Position
Error.

FILTER VOYAGE RMS POSITION ERROR (METERS)
UPDATE NUMBER
INTERVAL RESET 16-STATE FILTER 12-STATE FILTER

RMS IMPRV'T RMS IMPRV'T
RMS ERROR ERROR RATIO ERROR RATIO

3 5,018. 1,148. 1,106
5 MIN. 4 2,295. 1,041. 1,180

RMS 3,902. 1,096. 3.6 1,144 3.4

3 4,834. 1,485. 1,247.
30 MIN. 4 2,372. 1,484. 1,370.

RMS 3,807. 1,485. 2.6 1,310. 2.9

3 ,356. 4,472. 4,227.
4 HRS. 4 3,842. 3,115. 2,965.

RMS 4,107. 3,854. 1.1 3,651. 1.1
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Table 4. RMS Radial Position Errors (METERS)

VOYAGE RESET 16-STATE FILTER 12-STATE FILTER

NMBE RMis IM PROVMENT RMS IMPROVEMENT
ERROR ERROR RATIO ERROR RATIO

1 3,996 1,107 3.9 985 4.1

2 5,083 1,020 5.0 1,235 4.1

3 4,356 1,148 3.8 1,106 3.9

4 3,842 1,041 3.7 1,180 3.3

5 3,627 1,438 2.5 1,205 3.0

6 4,030 1,307 3.1 1,375 2.9

7 2,841 1,359 2.1 1,290 2.2

8 3,645 1,303 2.8 1,253 2.9

9 5,093 1,404 3.6 1,556 3.3

*10 7,152 1,206 5.9 1,342 5.3

*11 5,029 860 5.9 1,031 4.9

12 3,607 883 4.1 822 4.4

WORST
*CASE 7,152 1,438 1,556

TOTAL 4,488 1,181 3.8 1,213 3.7
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Table 5. RMS Velocity Errors (Meters/Second)

VOYAGE RESET 16-STATE FILTER 12-STATE FILTER
NUMBER

RMS ERROR RMS IMPROVEMENT RMS IMPROVEMENT
ERROR RATIO ERROR RATIO

1 .6507 .4018 1.62 .3984 1.63

2 .6033 .4062 1.49 .4072 1.48

3 .6077 .4012 1.51 .4021 1.51

4 .5817 .3977 1.46 .3940 1.48

5 .5965 .3912 1.52 .3989 1.50

6 .5631 .4250 1.32 .4166 1.35

7 .5000 .3980 1.26 .3901 1.28

8 .6023 .4237 1.42 .4209 1.43

9 .5332 .3943 1.35 .3921 1.36

10 .5298 .3972 1.33 .3908 1.36

11 .5725 .3989 1.44 .3909 1.46

12 .6102 .4179 1.46 .4160 1.47

WORST
CASE .6507 .4250 .4209

TOTAL .5806 .4046 1.43 .4016 1.45
RMS
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Table 6. Abnormal Conditions, RMS Position Errors

ERROR CONDITION RESET 16-STATE FILTER 12-STATE FILTER

RMS RMS IMPROVE. RMS IMPROVE.
ERROR ERROR RATIO ERROR RATIO

NORMAL CONDITION 4,107 1,096 3.7 1,144 3.6

DR VELOCITY ERROR

LARGE 8,309 1,670 5.0 1,319 6.3

SMALL
+  

3,470 1,016 3.4 1,102 3.1

MEASUREMENT NOISE

LARGE 4,037 1,253 3.2 1,213 3.3

SMALL
+  

4,103 1,063 3.9 1,133 3.6

OMEGA PHASE ERROR

LARGE 10,428 2,930 3.6 3,289 3.2

SMALL
+  

2,762 590 4.7 463 6.0

DR CORR. TIME

LARGE 4,206 1,224 3.4 1,187 3.5

SMALL
+  

3,845 1,037 3.7 1,122 3.4

* 3 TIMES NORMAL

+ 1/3 TIMES NORMAL
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LOW VISIBILITY APPROACHES TO AN OFFSHORE DEEPWATER PORT:
A SIMULATOR STUDY OF BEHAVIORAL FACTORS IN SHIP CONTROL

John S. Gardenier, D.B.A., U.S. Coast Guard*
Roger C. Cook, Ship Analytics, Inc.

Richard B. Cooper, Ship Analytics, Inc.

ABSTRACT

This paper reports specific results of a study of approaches
to the Louisiana Offshore Oil Port (LOOP). More generally, it
adds to the evidence that ship simulator behavioral studies are a
valuable addition to other evaluative techniques in ship control
systems engineering.

Congress specifically directed research into a broad range of
issues regarding offshore port operations relating to the
Deepwater Port Act of 1974. Some of those studies involved ship
navigation and control. The study reported here was a simulator
experiment in which twelve master-mate teams faced various port
approach problems with different on-ship and off-ship navigation
aids. Pour of the twelve had received "team training" or "bridge
management training;" eight had not. All teams were current VLCC
personnel, many with experience in the Gulf of Mexico.

Three types of output were generated. Track plots of all runs
can be interpreted directly to reveal differences in strateg% and
overall success or failure. In addition, where sufficient
consistent data were obtained, statistical results are available
regarding rudder and engine orders, fix frequencies, track
deviations, and closest points of approach (CPAs) to obstacles or
other vessels. Finally, subjective opinions were expressed by the
mariners both on a debriefing form and by spontaneous comments.

The "tottom line" result for the problem directly at hand was
that all teams solved all approach problems successfully, in that
no collisions, rammings or groundings occurred. Still, near
misses and some apparent temporary disorientation show room for
improvement. Minor changes to the navigational approach system
were recommended for consideration. A very interesting finding,
but one which limited our ability to analyze all factors
statistically, was a distinct variability of strategies in solving
each problem. Two scenarios revealed a dominant strategy selected
by the majority of crews, with the minority (one quarter to one
third) splitting into equal subgroups which took distinctly
different strategies from the majority and from each other.

The value of on-ship and off-ship aids varies, as would be
expected, with the scenario, the approach strategy selected, and
the training of the team. The behavioral effects of control aids,

*Facts and opinions stated in this paper are the sole
responsibility of the authors; this paper does not represent
official positions or policies of the U.S. Coast Guard.
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therefore, are too variable and complex to evaluate in a practical
sense. It is apparent that any evaluation which addresses only
the mathematical and engineering aspects of equipment, displays,
or controllers will fall short of predicting real safety value.

INTRODUCTION

On April 25, 1981, Captain Berna brought the loaded 274,347
ton tanker, TEXACO CARIBBEAN, into the Louisiana Offshore Oil Port
(LOOP) from Ras Tanura, Saudi Arabia. He became the first very
large crude carrier (VLCC) master to bring a revenue vessel into a
United States off-shore deepwater port. Captain Berna may have
rehearsed the approach in his mind many times, and although
constrained by a variety of parameters, he was the master of his
ship with relatively free choice of his actions. The approach was
not unusually difficult or eventful and yet it was the first; soon
to be followed by hundreds of others, none which will be identical
to Captain Berna's and many which will be very difficult. A
recent innovative application of simulator research by the United
States Coast Guard, previewed Captain Berna's and other
approaches. Most will be predictably conventional and safe. The
research method employed for this prediction, however, also
indicated that within the lifetime of the port there would be many
different strategies used by VLCC masters. Many of the approaches
would not be so conventional and some would not be so safe. The
simulation further indicated why the different approaches will
occur and what, if necessary, can be done to prevent them.

This use of simulation techniques not only provided design
criteria for offshore and near-shore deepwater ports, but
demonstrated the ability of simulators to predict and evaluate
human behavior over a broad spectrum of ship control tasks. The
same research technique can define (1) how various mariners will
react to given circumstances, (2) what ship control behavior will
represent the norm and what will be exceptions, (3) what factors
influence ship control behavior, and (4) how those factors can be
changed to produce a more desirable behavior. The experiment
described herein provides evidence that behavioral studies are
beneficial for ship control and port systems engineering, and that
the most cost-effective tool for these studies is the dynamic ship
simulator.

BACKGROUND

As early as 1974, in response to proposals for the contruction
of two off-shore oil terminals off the coast of the United States,
Congress enacted legislation directing and funding research
relevant to the danger and pollution hazards of a deepwater port
(DWP). Apart from investigations conducted by the applicants, the
United States Coast Guard also undertook to conduct its own
research. Two studies were initiated specifically to address the
operational hazards of navigation (Gardenier, 1981). The first
study systematically analyzed hazards and risks associated with
navigating VLCC's in the vicinity of a deepwater port, and the oil
unloading operation itself.

The hazard and risk analysis indicated that aside from
potential problems at the port, the human factor posed serious
uncertainties during approaches to the port (Faragher et al;
1979). Problems of rig density, low visibility and small craft
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operations were found to warrant further investigation. To this
were hypothesized the effects of different navigation equipment,
bridge personnel training or organization, and the type of
approach. To investigate these man-in-the-loop parameters the use
of a dynamic ship's simulator was essential.

In the 1970's the technology of marine simulators improved
rapidly, until today training and research on simulators has
become commonplace, both in the United States and abroad (CAORF,
1981). Further, the requirements for dynamic ship simulators
appear to be ever increasing (Gardenier 1979). They have been
used to investigate port design, the effectiveness of bridge
equipment, shipboard and waterborn aids to navigation, and
personnel capabilities; to name but a few, (CAORF, 1977 -1980).
Using simulators, research can be conducted in the classical
scientific design or as loosly controlled experiments using
simplified yet relevant measures (Keith et al, 1977). Simulator
research is, therefore adaptable to the study of both man and his
environment. Simulators always simplify the real world, but sound
research starts from simulations verified as adequately realistic
by highly experienced mariners. Quantitative and statistical
analyses are employed when appropriate and accompany sophisticated
measures of both ship and personnel performance.

Two major benefits, then, evolve from simulator research.
First, the simulators themselves provide an automatic record for
direct reconstruction and analysis of each voyage. Secondly,
effective design of the simulation cues mariners to address and
consider aspects of a voyage which could not otherwise be
revealed. The mariners themselves can be used both to evaluate
the simulation and make suggestions concerning the research
problem.

Real-time simulation was selected as most appropriate for
investigating potential human factors problems in approaches to
deepwater ports. Scandinavian investigators, Istance and
Ivergard, have reported (1976) that errors are committed by highly
skilled personnel; individuals experienced, sober and well
regarded by their peers and managers. Such problems the authors
contend, should be termed "competent", rather than "incompetent",
errors. A Shell study (Butt, 1978) also confirmed this thinking
in independent research. Studies by the Coast Guard (Paramore et
al; 1977 a, b) revealed relatively few cases of grossly negligent
or incompetent licensed mariner behavior in marine accident
records. Further, catastrophic failures of ship control systems
are rare (Gardenier, 1976). Yet accidents have occurred and could
be expected to reoccur which would involve the most competent
seamen. Are there elements in port design which could contribute
to "competent" error? If "competent" errors occur can the port
design be made sufficiently "foregiving" to prevent an ecological
disaster? These two questions were foremost during the
development of the simulation.

Under ordinary conditions, the approach of VLCCs to deepwater
ports should be safe, routine and relatively easily executed. The
designation of two-mile safely fairways and provisions for a
vessel traffic service will enhance safety during approaches and
departures. Unfortunately, the safety fairways do not always
provide the shortest route to the port, and their use is not
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mandatory. While the safety fairways are areas in which no oil
drilling or production operations can be conducted, there may also
be adequate water depth and clearance from obstacles outside the
fairway. As such, there is no compelling reason of law,
regulation, or prudent seamanship to require the master to stay in
the fairway. While many mariners prefer to stay in the fairways
because of the predictability of traffic and assurance of no
obstructions, there will inevitabely be occasions for all masters
in which their adherence to the safety fairway would take them so
far out of the way that the added distance would offset the
fairway advantages.

Within the geographic area of the deepwater ports, low
visibility and unusual current conditions are not uncommon. While
the arrival of VLCCs will be coordinated to assure the
availability of a mooring master, occasionally unexpected delays
in the mooring master's arrival can be anticipated. Both the
moorings and the anchorage are beyond the mooring master pick-up
point. There is no guidance to the master suggesting what to do
in the event of the mooring master's delay. Questions arose over
the ability of masters to maintain their position and orientation
in the fairway under such conditions. There might also be
problems of disorientation during landfall due to the
rig-cluttered radar screen and increased traffic. If such
problems did exist, they might best be solved by electronic aids
or the introduction of procedural measures aboard the tankers or
during communications between the tankers and the deepwater ports.

In developing the simulation, the objective was to determine
which combinations of hazards, if any, present serious precision
navigational problems to VLCC masters in the vicinity of deepwater
ports. secondly project personnel were asked to ascertain what
mechanisms might be helpful for alleviating the potential problems.

THE SIMULATION

Licensed masters, some with experience operating in the Gulf
of Mexico and all with VLCC experience were consulted prior to the
design of the simulation scenarios. Based upon the objectives of
the research and what the masters said they would expect, and
probably do, four unique scenarios for approach to a deepwater
port were constructed. The Louisiana Offshore Oil Port (LOOP) was
selected as the gaming area Primarily because of the availability
of charts and operational data. It was intended, however, that
the research apply to all off-shore and near-shore deepwater
ports; so unique characteristics of LOOP such as vessel
communications were not simulated. It was also decided that the
simulation should portray "worst case" visibility conditions
requiring primary reliance on the radar and electronic navigation
systems. A two-knot northeast current, severe but not uncommon in
this area, was also introduced. Various navigational displays
were evaluated: radar with the existing aids for LOOP, radar with
beacons (RACONS) installed on selected existing rigs south of
LOOP, an automated radar plotting aid (ARPA) to augment radar, and
the addition of an artificial navigation display of the fairway
and port superimposed on the ARPA display. This latter feature is
characteristic of the "navigation option" found on many
commercially available ARPA systems. Finally, the bridge team
management concept was used as a procedural variable.
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A high fidelity simulation of shiphandling characteristics was
assured by using a recently validated VLCC motion model. This
model included low speed hydrodynamic coefficients suited to the
final approach to the mooring master pickup point. Traffic ships
were introduced to perturb the initial course of ownship and
require the master to establish "his own" course for the port.
Slow speed fishing vessels and off-shore workboats were included
to produce a radar observer workload characteristic of the area.
These radar returns had to be properly interpreted to distinguish
them from buoys or oil rigs. One scenario provided the greatest
opportunity for disorientation, were it to occur in this
research. On the final run, after achieving maximum credibility
between the subject and experimenter, the mariners were given an
inaccurate position estimate (they were told it was an estimated
position based on a ten hour old fix), failed electronic
navigation equipment, and an actual location where the radar
picture supported the false position. Even in this case, all
elements were ootentially realistic. Clues and instrument
capability were available to permit a solution. At the end of the
run, masters agreed that such an event is not unrealistic.

PERFORMANCE MEASURES

The development of performance measures was based on a
fundamental difference between this experiment and previous ship
control simulations. In simulation research, subjects are
traditionally provided with a goal which they are to attempt to
achieve. One example is to stay on the centerline of the channel;
another might be to achieve a 2.0 mile closest point of approach.
Such goals were not provided to the subjects in the deepwater port
experiment, since the simulation was specifically intended to see
how, if left to his own discretion, each master would make the
approach. In order to conduct an objective evaluation of the
overall safety and effectiveness of all approaches, a method of
grouping and comparing all runs of simular "strategy" was
adopted. This meant that all masters had to declare their
strategy prior to each approach. If they deviated from their
original strategy the resulting data was included in the next most
similar one. Some strategies were modified during the approach
leading to a further establishment of "substrategies."
Performance measures within each strategy were compared
statistically and graphically. These performance measures
included, (1) a description of the mean track, (2) the crosstrack
variability of runs, (3) mean speed and and propeller speed in
revolutions per minute (RPM), (4) mean frequency of engine, rudder
and course orders, (5) mean frequency of radar, loran, radio
direction finder (RDF), depthfinder and deduced reckoning (DR)
fixes (6) mean closest point of approach (CPA) to each traffic
ship and rig, (7) lowest CPA to each traffic ship and rig, (8)
maneuver decision and ability to perform the maneuver following
the mooring master's delayed arrival, and finally (9) for the
disorientation scenario, the amount of time required until the
master first doubted his original position, confirmed his
enrroneous position and set a new course for the port.

Statistical applications included a two-way analysis of
variance to test main effects of the navigation displays and
bridge organization variables. Results were indicated as
"significant" if there was only a ten percent or lower chance of
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those results being due to random variation. The final analysis
combined these results with behaviors observed during the
simulation and masters' verbal comments to provide a logical
"chain of evidence" from which all conclusions of the research
could be derived.

SOME CONCLUSIONS

The simulations were run with 12 master-mate teams, each
making approaches to the port from four different directions.
Figure 1 shows the tracks of all ships in an approach from the
east. The deepwater port complex and mooring master pickup point
are located in the upper left corner of the figure. Adherence to
the fairways would impose a distinct time and fuel cost penalty.
About two-thirds of the crews came south of all rigs, sailed west
to intersect the north-south approach fairway, and then turned
north to make their final approach up the fairway. One-sixth
ignored the fairways altogether and sailed a clear path through
the rigs directly toward the port entrance. In analyzing
approaches from this direction, one dominant and two secondary
strategies emerged (see Figure 2). Results of this analysis
suggests that these three strategies are characteristic of the
type which -an be expected in deepwater port operations (i.e., the
non-adherence to safety fairways when they are "out-of-the-way").

3, . .."

Figure 1. Tracks of Ships Figure 2. Strategies Approaching
Which Approached from from the East

the East
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Another scenario, Figure 3, was characteristic of a typical
approach from the south. Here the port complex is off the figure
directly to the north. Although originally on a course for the
fairway intersection, a stand-on ship crossing ahead was
introduced to modify this original decision. As shown in Figure
4, seventy-six percent of the subjects made a sharp turn to the
fairway entrance as soon as they were safely past the traffic
close aboard. Twelve percent made a gentler turn, crossing ahead
of the second ship, but entered the fairway north of the
intersection. The remaining twelve percent stayed well astern of
both traffic ships and then proceeded directly to the port outside
the fairway. The resultant lowest CPA to the second traffic ship
for the strategy turning directly toward the intersection was more
than 1.5 nautical miles with a mean of more than 2.5 nautical
miles. Secondary strategy "A" and "B" experienced 1.8 and 2.3
nautical mile mean CPAs respectively, with comparably smaller
lowest CPAs. The finding suggests that adherence to the safety
fairway will be independent of traffic near the fairway entrance.

L

5" .....I • ., 2 ....

Figure 3. Tracks of Ships
Which Maneuvered for Figure 4. Strategies of the

Traffic Maneuver and Approach

Figure 5 shows the variety of tracks and station-keeping
techniques employed in the final approach to the mooring master
pick-up point. In this scenario, the arrival of the mooring
master was "delayed." with the good radar returns from the port
entrance buoys, all masters maintained full control of their
ships. As is seen, however, they elected different techniques for
slowing the vessel while maintaining a posture from which an
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indefinite delay of the mooring master could be endured. No
master became disoriented; no tanker was endangered. One problem
is that the mooring master must be on board for a tanker to
proceed to the LOOP anchorage. Several masters, however,
suggested desiqnating an alternative acceptable anchorage in the
immediate port vicinity for cases where the delay entering the
port is substantial. Another suggestion was to move the pick-up
point further south to avoid the need for making the dogleg turn
at dead slow speed, when maneuvering is difficult. Assuming that
adherence to the safety fairways would be desireable for port
operations, the relocation of this pick-up point further south
should discourage anproaches from the east through the rig fields.

Individual ship tracks from the final scenario are shown in
Figure 6. Of nrimary interest was the possibility of a master
being off position but improperly reassured by the similarity of
rig returns on his radar to these associated with the correct
approach path. The scenario was designed to introduce ownship
within radar range of rigs at a location other than that indicated
by the information available. The LORAN was made "inoperative"
and ownship was situated on the same radio hearing as the
erroneous oosition estimate, Water depths were somewhat
comparable. The ship tracks of Figure 6 indicate that there were
a wide variety of techniques employed for determining ownship's
actual position as well as masters' responses once their position
was determined.

W F1! W!2 S U 28 - ~. 1

, .. ... 

R 2'

PAR Re! 34*

RA 3 . , "

-A -"

29 45 46-

3 47..

30 50.

5325

5' 49

Figure 5. 
Tm
racks of Ships

maneuvering to Pickup tye Figure 6. Tracks of Ships
Mooring Master on an Erroneous DR



Results indicate that at no time did functional disorientation
(loss of reasoning and logical process) or extreme anxiety occur
for any subject. Further, although many subjects acknowledged
that they were temporarily, in their own words, "lost" none
considered their situation dangerous or irretrievable. All set
about methodically to determine their actual position while
maintaining a safe and judicious operational posture.

SUMMARY OF FTNDING

Among the Findings of this experiment which primarily
pertained to VLCC operations in and around a deepwater port, there
was also a demonstration of the effectiveness of simulators for
examining the human interaction in port systems. By presenting
all requirements of the task to he performed (i.e., approach to a
deepwater port and pickup of the mooring master) and providing
suitahle sisulation of information and ship response, it was
possible to observe and measure adequacy of the port approach
design hefore it actually became operational. cuch an endeavor
shows promise not only for the evaluation of other ports; but for
the develonment of port requiations, port communications, training
or organizational requirements, and the use of navigation and ship
control systems.

The project Final rp.ort (Cook et al, 1980) provides many more
details than can he summarized here. Aside from those already
discussed, the study showed that when racons are provided, masters
use them as a single point range or for radar parallel indexing.
The result is a Foc ,ini of tracks toward the racon. Use of ARPA
with a navigation o)tio,; display produced varied effects. The
clear delineation ,f fairway boundaries and implied high precision
of the system enah.±d masters to choose alternative tracks either
in the center or along the riqht edue of the fairway. While both
of these behaviorc !.ere hown to result in safe operation during
the simulatinn, this stu.: slane could not determine which of thp
behaviors is more desirable in ter:ns of deepwater port safety and
operatinn efffectivenees.

The study si o found that trafFic encounters as they were
simulated presented no undue hazard or difficulty during the port
approach. There were indications based upon demonstrated
navigation capability and achieved CPAs that if additional fairway
traffic had been nresent it wou1d have been handled safely.
Traffic separation schemes and a traffic advisory service for
de-nwater forts wore not examined in this project. Decisions 'n

these topics should be derived from a more explicit an,
comprehensive stud )F the traffic - itueation.

Comparisons in navigation and shiphandling performanue between
traditionally orIanized bride aersoonI and team organized -'rews
showed no differnce ''ith respoct to achieved safety or overall
noerational effectiveness in his ,-eerimet. Nonetheless, there
were a number of techniques employed by the team organization
which imoroved the anproaehes an30 demonstrated an inrea-.d
capability to deal with contingencies. These techniques include
ereplanninq the aonrnach, dl,-ation of duties, review of
contingency actions, cross-checking procedures and assuring
effective communi-ations.
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AUTOMATIC CONTROL FOR COURSE AND STATION KEEPING

by M. Policarpo, Portugese Navy
A. Gerba, and G. J. Thaler

U.S. Naval Postgraduate School

ABSTRACT

Course and Station keeping are achieved by generating course
commands and station error and using these signals to control the
ship. The command and error signal are generated by using a
preprogrammed trajectory and Telstar measurements of position.

INTRODUCTION

Manual steering of ships consists of maintaining ship's heading,
the desired heading being reset at intervals. The usual ship's
autopilot merely replaces the helmsman. The intent of this paper is
to start with the familiar autopilot and interface it to a navigation
computer which uses Telstar (or perhaps Loran III). The combinaticn
then provides options of course keeping with automatic reset of the
heading command, or station keeping which adds a position error into

the loop and forces the ship to follow a desired trajectory. The
basic philosophy is shown in the block diagram of Fig. 1.

OEFINITIONS

To provide quantitative data for simulation studies we chose to
apply the ideas of Fig. 1 to a 200,000 DWT supertanker of the
following characteristics:

Length 310 meters
Breadth 47.16 meters
Draft 18.90 meters

Steering quality indices:

TI = -269.3 seconds
T 92 93 seconds

T = 20.0 seconds
K
3 
=-0.0434 rad/sec

Maximum rudder deflection = 300

Maximum rudder rate = 2.32 degrees/second

The transfer function from rudder angle to yaw rate is

K(sT + 11
6(s) 3
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Figure 1. Block Diagram of the Course and Station Keeping Controller.



Since T1 is negative the hull is directionally unstable and the
autopilot loop must be stabilized. Alternatives are yaw rate
feedback using a rate gyro or a cascaded lead (high pass) filter.
Both were studied but only the latter is used here (see Fig. 1).

FILTER PARAMETERS

It was decided to use a single section of filter (one zero, one
pole) with a separation of one decade. Root locus analysis aided by
simulation studies (rudder servo nonlinearities included) led to the
choice

FILTER =4.6 (
2
5.s + I)

Fig. 2 shows the rudder response and heading response of the
autopilot controlled ship for a 100 step change in heading command.
Note that the rudder reaches its 300 limit for a short time on its
initial excursion, thus sudden large changes in heading are to be
avoided if possible, Note also that the response is slightly
oscillatory. These results are due, in part, to the abitrary
decision to use only one section of filter with zero-pole separation
set at one decade. The result given here is near optimum under these
constraints, but a design using more zeros and poles without
separation constraints can produce responses that might be considered
preferable. Such variations were not explored. The given filter and
resulting autopilot are used in the rest of this study.

40
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84 (127,44
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THE DESIRED TRAJECTORY

The desired trajectory is a specific track which the ship is to
follow from port of origin to destination. It would be defined by
the navigator in advance by selecting coordinate points on his
charts. This could be done by drawing a desired track on the chart
and reading coordinates from it. The coordinates are then stored in
computer memory and an algorithm used which may

(a) Interpolate linearly between points,

(b) Interpolate nonlinearly using a suitable function,

(c) Obtain a least squares fit through the points.

For use in simulation tests we used the trajectory defined by the
solid line in Fig. 3. We have used x-y coordinates; latitude and
longitude would be more natural for course control. In this study
the curve is always entered with a value of x, and interpolation was
linear. Note that one could just as easily enter '.he curve with a
value of y. The only change required is the renaming of variables in
the algorithm.

COURSE CONTROL

The automatic course control system is shown on Fig. 1 if we
eliminate the y-error signal from the computer. Operation is as
follows:

1. Enter trajectory with value of x, read yI.

2. Enter trajectory with x + Ax (here Ax = .125 miles),

read Y2 "
3. Calculate Ay = Y2 - y1 "

4. Desired heading = tan
l 

Ay/AX.

Since Telstar provides essentially corLinuous measure of positions,
the above calculations can provide nearly continuous variation in the
desired heading. Since this procedure does not consider the position
(off-track) error, we would expect the ship to follow the trajectory
reasonably well in calm water (no ocean currents), but with a slowly
accumulating position error. This is shown by Figs. 4a,b,c,d. On
Fig. 4a the commanded heading is give:i by the straight line segments.
The line segments are str-iPt because we used linear interpolation,
the discontinuities are due to the step changes in slope at the
coordinate points on Fig. 3.

STATION KEEPING

In order to follow the track more accurately we must measure tle
position error and try to force it to zero. The computer calculates
this error easily by

YERROR : YI - YTELSTAR
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If we amplify this error and use it to add a correction to the
ordered rudder we obtain a station keeping system which tries to
follow the track Closely even in ocean currents and/or in sea-state.
This station keeping loop is obtained on Fig. 1 by activating the
y-ERROR path. Figs. 5a,b,c,d show that the error remains snmall in
calm water.

Simulation of a sea-state in the Usual context was not
cons~dered since we are interested only in the ability of the
controller to keep the snip on track. It is known that one effect of
waves is to cause a turning (yawing) rate, which can reach magnitude$
of 0.2 degrees per seci-nd. As a simple test of the controller's
ability to follow tracL, in sea-state, we added to the simulation (see
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Fig. 1) a constant heading rate disturbance of 0.2 degrees/second.
The results are shown on Fig. 6 . Note that the controller develips
a s teady rudder Offset of about 4. 5 degrees , and the trajectory is
followed quite closely with a small steady state position error of
0.027 miles (50 meters) which is approsimately the breadth of the
ship (417.16 meters).

DISCUSSION AND CONCLUSIONS

From the resilts obtained we may conclude that automatic
guidance o f a ship alo0ng a prescribed trajectory may be obtained by
combining navigation information from Teistar with a relitively
simple autopilot design. The autopilot designed in this paper
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requires no new Con1trOl components or techniques, it simply resets
the desired heading continuously and adds a correction to the rudder
command both based on comparison of Teistar data with the prescribed
trajectory.

Additional control features not studied here, such as speed
control, minimization of fuel and/or transit time in sea-state, etc.,
should be obtainable using the basic concepts of this course and
station keeping design. In order to study additional control
features a more detailed model of this ship is needed, including the
dynamics of the propulsion system, drag characteristics, etc. We
hope to continue our studies in this direction.
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OPTIMAL CONTROL OF SHIP-TUG OPERATIONS IN RESTRICTED WATERWAYS

by William McIlroy, Ph. D.
Head of Research, CAORF, Grumman Data Systems

and Gilbert Carpenter, Ph.D.

Research Scientist, Grumman Aerospace Corporation

ABSTRACT

This paper describes how off-line mathematical models can comple-
ment the real time simulation experiments performed at CAORF (Computer
Aided Operations Research Facility) , Kings Point, N.Y. The Optimal
Ship Maneuvering Program was developed as an off-line model to evaluate
piloted ship performance during harbor entrance and transit maneuvers
and to evaluate ship-tug control policies during docKing maneuvers.
The program employs essentially the same ship dynamic model and water-
way description as used by the CAORF Simulator.

When navigating through a restricted waterway the master or pilot
is required to perform several efficient course changes coupled with
periods where he must exhibit a high proficiency in course-keeping
ability. In addition, he will have to be able to perform safe evasive
maneuvers when either obstructions or other ships present a collision
situation. With the introduction of new and larger ship designs and
the addition of uncertainties in local wind and currents the pilot will
not be able to rely solely on his years of experience for making control
decisions. His knowledge of the ship's maneuvering capability and
handling characteristics can be limited and therefore his decisions
need to be augmented by an onboard computer to advise him of the optimal
maneuver to perform.

These considerations resulted in the development of a maneuvering
program to generate optimal ship trajectories through sinuous re-
stricted waterways, with many turns and under varying wind and current
conditions. The program generates Optimal time histories for both the
rudder and propeller revolutions which minimize the ship's deviation
from a prescribed track while either maintaining constant speed during
the transit, following a specified speed envelope or varying speed
optimally to reach a specified terminal speed condition. This off-line
simulation pLagram is an invaluable means of predicting the required
maneuvering capabilities or limitations of a ship transiting a given
waterway or a proposed port or harbor design. For man-in-the-loop
simulator studies such as CAORF's pilot controllability experiments,
the program provides a datum or optimal refer-nce trajectory for com-
parison with the individual subject's performance. Thus it provides an
absolute rather than just a relative figure of merit for pilot
evaluation.

Some applications of the optimal control program w._l be de-
scribed: for example, (i) anticipation distance as a function of
initial range from turn point, (2) optimal rudder history as a function
of path curvature in channel transfer, (3) effect of wind speed and
direction. Fl 4-I



Ship/Tug navigation through a restricted waterway and tug rescue
of disabled ships are some of the additional problems which are being
studied as the program is developed further. In the navigation problem
the optimal tug control is derived so that the ship transits a channel
complex with a minimum cross track deviation. For the rescue problem
which is often caused by the failure of a ship's steering and/or pro-
pulsion system the tug control policy is to either return the ship to
its original track or, alternatively, abort the mission while avoiding
groundings and rammings due to the presence of obstacles and other ship
traffic. Optimized policies determine a cost effective means for con-
ducting docking and rescue with limited tug resources.

INTRODUCTION

When navigating through a restricted waterway the master or pilot
is required to perform several efficient course changes coupled with
periods where he must exhibit a high proficiency in course-keeping
ability. In addition, he must be able to perform safe evasive maneu-
vers when either obstructions or other ships present a collision situa-
tion. With the introduction of new and larger ship designs and the
addition of uncertainties in local wind and currents the pilot will not
be able to rely solely on his years of experience for making control
decisions. His knowledge of the ship's maneuvering capability and
handling characteristics can be limited and therefore his decisions
need to be augmented by an on-board computer to advise him of the
optimal maneuver to perform.

These considerations resulted in the development initially of a
computer code called the Optimal Ship Maneuvering Program which gener-
ates optimal ship trajectories through restricted waterways. The pro-
gram determines the rudder control as a continuous function of time so
as to maneuver the ship along establisned channel centerlines or
assigned tracks with minimum cross track deviation. In addition the
program can handle the situation encountered by the helmsmar. when he
must contend with unknown forces due to wind and water currents.

This Optimal Ship Maneuvering Program was recently extended by
enhancing its capabilities to evaluate piloted ship performance during
harbor entrance and transit maneuvers and to evaluate ship-tug control
policies during docking maneuvers. The extended program generates
optimal time histories for both the rudder and propeller revolutions
which minimize the ship's deviation from a prescribed track while
either maintaining the ship's speed or following a prescribed speed
variation through the transit or attaining an assigned terminal speed.
This off-line simulation program is an invaluable means of predicting
the required maneuvering capabilities or limitations of a ship transit-
ing a given waterway in the presence of cross currents and winds. For
man-in-the-loop simulator studies such as CAORF's piloted controllabil-
ity experiments, the program provides a datum or optimal reference
trajectory for comparison with the individual subject's performance.
Thus it provides an absolute rather than just a relative figure of
merit for pilot evaluation.

Ship-tug navigation through restricted waterways, docking and tug
rescue of disabled ships are high priority items in the CAORF on-line
research program. These simulator experiments will be supported with
off-line studies using the Optimal Ship-Tug Maneuvering Program pre-
sently under development. This off-line program offers a technique
whereby a datum or optimal strategy can De evolved against which in-
dividual pilot performance on CAORF can be compared.

Fl 4-2



For the ship/tug navigation problem the optimal tug control (tug
pull force and angle) is derived using the criterion that the ship
should transit a channel complex with minimum cross track deviation
while maintaining a prescribed speed variation. In addition, the tugs
are required to bring the ship to rest in an area designated as the
turning basin and orient the ship with a prescribed heading. For dock-
ing operations the program generates optimal control policies that take
the ship from the turning basin to a docking position at the berth with
a null speed at termination so as to guarantee minimum damage to the
ship and dock facilities. For the rescue problem, which is often
caused by failure of the ship's steering system or its engines, the tug
control policy is to return the ship to its original track or to a track
1800 to its original track while avoiding groundings and rammings due
to the presence of obstacles or other ship traffic. These optimized
policies can lead to cost effective strategies for conducting docking
and rescue missions with limited tug resources.

The mathematical modeling of the coupled ship-tug dynamic system
can be extremely complex depending on the number of tugs, their type,
and their individual placement. In addition, under certain operating
conditions for a ship and a tending tug, the tug can cause interference
effects which influence the ship's hydrodynamic coefficients. Since
this interaction phenomenon is poorly understood, the basic ship's
hydrodynamic coefficients for shallow water have not been altered in
this study.

The tugs considered initially are highly maneuverable tugs having
a 3600 rotatable Kort nozzle design. Recent tests using a tug of this
type ("Tina," 1000 HP) indicated that this class of tug could provide
essentially a constant bollard pull in all relative ship-tug directions
for ship speeds up to six knots (1) . In order to reduce some of the tug
burden in the longitudinal direction an option for either preselecting
or optimizing an rpm sequence for the snip's engine has been provided.

Whenever the maneuvering program has to optimize the control of
more than two tugs, serious computational difficulties arise due to the
number of control variables and their counteracting effects, which can
cause instabilities in the numerical algorithm. Consequently, several
options for consolidating the operation of several tugs were investi-
gated. One of the first methods was to consider the resultant forces
and moment acting on the ship's center of gravity due to the contribu-
tion of each tug as illustrated in Figure 1.

The advantage of this method is that the maneuvering program has
to optimize only the resultant tug forces Fx, F and the resultant
moment MT. Unfortunately synthesizing individuaI bow and stern tug
orders from this form of a control structure can be extremely ambiguous
without an additional set of auxiliary equations of constraint.

To simplify the tug control synthesis a second method was con-
sidered whereby the tugs are consolidated with respect to their bow or
stern placement as shown in Figure 2.

In this configuration the maneuvering program has to optimize the
four controls: the resultant bow tug force and pull angle and the
resultant stern tug force and angle. The advantage here is that bow and
stern tug operations can be synthesized independently but at the ex-
pense of having to optimize one additional control parameter.
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SHIP-TUG DYNAMIC MODEL

The ship coordinate nomenclature and dynamic model used in the
Optimal Ship-Tug Maneuvering Program are summarized in this section.
Figure 3 shows the coordinate system used to define ship motions in
calm water and indicates the positive direction of all quantities. The
force and moment equations are written with respect to the ship's body
axes (x, y) whicn are oriented along the longitudinal and transverse
axes of the ship, with the origin fixed at the ship's center of gravity.
The equations describing the motion of the ship in the horizontal plane
for yaw, sway, and surge are given by:

Izr = H = Nhydro + Nrudder + Nprop + Nwind + Ntug

m (v + ur) = Y = Yhydro + Yrudder +Yprop + Ywind + Ytug (1)

m (u - vr) = X = Xhydro + Xrudder + Xprop + Xwind + Xtug

where N, Y, X represent the total moment and forces acting on the ship
due to the hull and rudder hydrodynamics, propulsion, winds, and ex-
ternal effects due to banks, passing ships, tugs, etc.

The terms u and v are fore/aft and athwartship velocities respec-
tively, along and normal to the ship's centerline. In addition, r is
the rotational rate of the ship, m the mass in slugs, and 1z the moment
of inertia about a vertical axis through the center-of-gravity.
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Figure 4. Consolidated Tug Placement

The hydrodynamic and rudder forces and moments appearing on the
righthand side of these equations are functions of the ship's speed re-
lative to the water. These can be expressed in terms of u, v, r, and 6
and their derivatives, and are expanded in a Taylor series about the
instantaneous state of motion (2, 3). The ship speed components rela-
tive to the ground are ug = u + uc and V = v + vc where Uc, vc are
current velocity vectors along and perpendicular to the shi 'a center-
line. The resultant ship speed through the water is U = (u 4 v2)h.

The adopted format is to expand the hydrodynamic terms in a poly-
nomial series formed from the products of dimensionless coefficients
N', V, X' and dimensional quantities such as p (water density), U (re-
sultant ship velocity relative to the water) , L (ship length) , and A
(reference area, A = L

2
) where

N = p U
2
AL N'

y = p U
2
A Y' (2)

X = h p U2A X'
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The equations of motion for the degree of expansion included in
this study with the effects of ship propulsion, tug, and aerodynamic
forces are summarized as follows:

r[ 1 i r{ Lv
2
r

L2( I all) aoU2 + al Uv + a2L Ur + a3U
2
6 + a5 U

L
2
vr

2 
+a7 

3  
aL3-r3+a9U

2
6
3

+ 2 (NPROP + NWIND + NTUG)

(3)

v [ L(m 12)[bo
U 2 

+ bl Uv + b2L Ur + b3U
2
6 + b5

L
2
vr

2  v
3  L

3
r
3

+ b 2r + b
7 

Y + b 8 - -- + b 9 U
2
6
3 

- Lm'ur

+ -3 (YPROP + YWIND + YTUG)

COU2 + (C1 + m') Lvr C2v
2 

+C

A LI (XPROP + XWINrj + XTUG(]



while the inertial position and heading of the ship are given by:

;o au cos - v sin* + UC cOSec

Yo = U sin* + v cOS* + Uc sin(c (4)

The ship's propulsion system is expressed in terms of the longi-
tudinal velocity, u, and the propeller revolutions, n, according to:

XpRop = Cpl u
2 
+ Cp2 un + Cp3 n

2

YPROP = bpl u
2 
+ bp2 un + bp3 n

2  
(5)

NPROP = apl u
2 
+ ap2 un + ap3 n

2

In forward motion and with clockwise rotation of the propeller (u
> o, n > o) YPROP and NPROP are set equal to zero.

The aerodynamic forces and moments acting on the ship due to the
wind MAR magnitude, AR direction relative tc the ship) are expressed
as Fourier series expansions. Assuming that the absolute wind magni-
tude UA and direction UA are specified as referenced in Figure 3 and the
ship's speed and direction are known, the relative wind can be deter-
mined from the following relations. Note that the convention used to
indicate the direction of the absolute wind refers to the angle from
which the wind is blowing,

The direction of the absolute wind, as measured from the ship with
a heading of i as shown in Figure 4, is given by

' = 'A -

The absolute wind vector 2A can be expressed as components in the
ship body axis system (x, y).

41, = - UA cos '
(7)

UAY - UA sin '

Note that the negative signs in the above expressions are due to
the convention of specifying (A as "where the wind is blowing from."
The relative wind components are simply given by:

UARX = UAX - UX = - UA cos ' - u
(8)

UARY = UAY - Uy = - UA sin ' - v
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and from which the relative wind magnitude UAR and direction CAR can be

determined according to

UAR = (UARX
2 

+ UARy
2
)

cOS 'AR 
=

- UARX/UAR 
(9)

sin '(AR 
= 

UARy/UAR

The aerodynamic forces and moments ace modelled by the following
Fourier series:

5Xwind = PAL
2

A cos (i+I1AR)

. i=l

Ywind ' -PAL2UAR (9=
1

sin - CYi sin (iWAR)

i~l (10)
5

Nwind = PAL
3
UAR

2 
Z CNi sin (i41AR)

i=l(

where PA is the air density.

The hydrodynamic coefficients are, in general, functions of posi-
tion, attitude, rudder angle, propeller slip, ship velocity, etc. With
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appropriate changes in these coefficients the above model is capable of
representing a ship operating in open deep waters, shallow water,
canals, or dredged channels. For each of these operating conditions
the coefficients are essentially constant except that in all cases the
rudder coefficients are affected by the propeller slip.

The rudder effectiveness depends upon the resultant speed of water
flowing over the rudder which is due to the ship's forward motion aug-
mented by the propeller wash over the rudder. It is related to the pro-
peller slip, based on an empirical formulation derived from the liter-
ature (4). Specifically the rudder coefficient a3 (and similarly ag,
b3 , b9 , and c3 ) is changed from its equilibrium value by the relation

(1 + KS
3/ 2

)
a3  (I + KSe

3
/
2
) a3e, etc. (11)

where a3e equilibrium value of rudder coefficient

S = 1 - u/pn = propeller slip

Se = 1 - ue/pn = equilibrium slip

p propeller pitch

n propeller revolutions per second

K empirical constant

Thus, this relationship models the effect of the rudder being
"less effective" in situations of increased propeller slip such as dur-
ing hard maneuvering.

This model was used extensively in developing the library of CAORF
ship models. Unfortunately the validity of the model for many operat-
ing conditions has been questioned, especially in the low speed regime.
When the propeller revolutions (n) approach zero the definition of slip
is ill-defined both theoretically and numerically and results in poor
estimates of rudder effectiveness. Consequently, an improved rudder
model based on a quadratic function of surge velocity and propeller
speed to approximate the rudder effectiveness coefficients was devel-
oped. For the improved model the coefficients a3 , a9 , b3 , bg, and c3
take on the form

a3 = 2 (aRl u2 + aR2 un + aR3 n
2
)

ag = 
2  

(aR4 u
2 

+ aR5 un + aR6 n
2
)

p2A

b3 = 2 (bRl u
2 
+ bR2 un + bR3 n

2
) (12)

0U2A

bg = p-
2

- (bR4 u
2 

+ bR5 un + bR6 n
2
)

2 u22
c3 = p---- (CR1 U + CR2 un + CR3 n

2
)
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It is clear that the above relations are free from singularities
as either u or n approaches zero.

The resultant tug forces and moment acting on the ship's center of
gravity for the tug configuration shown in Figure 2 are summarized as:

XTUG = FB coS B + FS cos e s

YTUG = FB sin 68B + F s sin G s  
(13)

NTUG = LB FB sin 
8
B - L s Fs sin 8 s

The ships considered in this study are the 165,000 DWT and the
80,000 DWT tankers taken from the library of ships available on the
CAORF Simulator. The physical properties, hydrodynamic, propulsion,
and aerodynamic coefficients for these ships are summarized in Tables 1
through 4 (see Appendix).

A trajectory describing the state of the ship (Xo, Yo, *, r, v, u)
as a function of time is generated by integrating Eqs. (3) and (4) for-
ward from an initial condition using a rudder command 

6
c(t) and an

engine or propeller speed command nc(t). The responses of the rudder
and propeller to the commanded values are modeled based on first-order
linear systems; that is,

6(t) = -1-(Sc - 6)

n(t) = -- (nc - n)
(14)

6, n actual rudder angle and propeller speed

TR, Tn - time constants associated with changes in
rudder angle and propeller speed

In addition, the command values must not violate rate and limita-
tion constraints, i.e.,

l1I 1 6
lim 11~ 6

i

(15)
Inj nlim mIn ni.

4SHIP-TUG TRAJECTORY SIMULATION

An inherent feature of the maneuvering program is the capability
of simulating ship-tug trajectories for arbitrary control inputs and
immediately viewing the results on an interactive graphics terminal.
The ship-tug trajectories are generated in a fraction of real time with
the ability to plot, in addition to the trajectory, the time histories
for yaw, yaw rate, sway, surge, rudder, propeller rpm and tug controls
for immediate evaluation. After the simulation program has been given
the initialization parameters the interactive graphics allows the user
to enter tug commands at selected time intervals. Interactively, he
can view the resulting ship motions and assess the next tug command. If
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the user wishes to compare his tug command skill with the optimal tug
command for the same scenario, he can, while still in the interactive
mode, generate the optimal maneuvering solution. The optimization pro-
gram begins with the last trajectory generated by the user and itera-
tively calculates the optimal tug control. The resulting optimal ship
trajectory, the time history of the optimal bow and stern tug commands
or any of the other ship parameters can be plotted for the user to
analyze.

The capabilities of the Maneuvering Program were extended to not
only minimize the ship's cross track deviation but to minimize changes
in the ship's speed through the channel transfer. Consequently, appro-
priate changes were made to the performance index to represent these
optimization goals.

The performance index was originally selected as an integral
square error criterion, a commonly accepted criterion used in optimal
tracking studies. The index was augmented with a term representing the
error or deviation in ship speed along with an appropriate weighting
coefficient to provide the proper scali g between the two criteria,
i.e.,

f ftf (
2 
+ kv

2
)dt

to

A = cross-track deviation (16)

= U - Uo , speed deviation

k = weighting constant

The cross track deviation is defined as the perpendicular distance
to the channel centerline from the c.g. of the ship as illustrated in
Figure 5. In order to smooth the transition between the two channel
centerlines a blending arc can be specified of arbitrary radius in the
region designated. This feature of the program eliminates the ficti-
tious error peak which occurs when the ship passes the point of channel
centerline intersection (way-point) and allows for a more realistic
specification of the desired path.

OPTIMAL CONTROL ALGORITHM

Among the many numerical methods available for control optimiza-
tion, the conjugate gradient method was selected because prior experi-
ence has proved it to be efficient in treating problems comparable in

-a scope and mathematical complexity to the channel transfer problem.
Experience has shown that the method converges more rapidly than the
method of steepest descent and exhibits greater stability than the
second-variational and Newton methods.

The conjugate gradient method developed for control problems in
function space by Lasdon, et al. (5) is an extension of the Davidon-
Fletcher-Power methods in the field of finite dimensional optimiza-
tion (6). The iterative procedure which is designed to solve only the
unconstrained optimal control problem requires storage of the ship tra-
jectory, gradient trajectory, computation of the norm of the gradient,
and storage of the actual direction of search. For the case where
terminal conditions and inequality constraints are present, penalty
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functions can be introduced to convert the problem to solving a
sequence of unconstrained problems.

Using the notation of Lasdon the problem can be stated as:

minimize J = 0 (x(tf))

subject to the constraints on the state vector, 9

given by x = f ( x, u, t)

with the initial conditions

(to) = c
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where to and tf are fixed. In gcneral, the state vector x is an n
vector, while the control u is an m vector. For the ship channel trans-
fer problem the state vector is composed of x

T  
= (xo, yo, *, r, u, v,

E) determined by system state equations and Is controlled by uT = (6,
n, F8 , eB, FS, 6S) composed of ;he rudder deflection, propeller speed
and the bow and stern tug forces and pull angles.

This program can be a valuable asset ii a wide spectrum of appli-
cations including extensive parametric studies to assess the sensitiv-
ity of optimal channel transfers to changes in ship design parameters,
physical characteristics of the channel, and to changes in the strength
and direction of local winds and tides. Oftentimes ships are con-
trolled by a sequence of discrete rudder commands rather than in the
continuous manner assumed in this study. The optimization program is
being extended to include this type of restricted control format. The
program would generate the optimal set of discrete rudder deflections
to be used for a set of prespecified time intervals. An evaluation of
the use of this type of suboptimal control will be based on the degree
of degradation in the performance index.

OPTIMAL TRANSFERS USING RUDDER COMMANDS

Effect of Range from Vey-Point

The maneuver begins with the ship, a 165,000 DWT CAORF tanker, at
a range of 3000 ft. from the channel entrance and moving in a trimmed
equilibrium condition along the xo axis at a speed of 25 ft/sec (ap-
proximately 15 knots). The maneuver is completed within a 5 minute
period and occurs at a time when the channel is assumed to be at slack
tide with zero wind.

The optimal solution is shown as the solid trajectory line in
Figure 6(a) with the ship location and relative attitudes given at
several times along the trajectory. Note that the optimal rudder solu-
tion initially commands a slight heading change to port and then pro-
ceeds with the expected hard over turn to starboard. The rudder
remains against the starboard stop (-350) for 60 seconds and just
before the ship reaches the way-point (112 sec) a rudder reversal
begins with the rudder held against the port stop for 18 seconds. The
optimal solution then slowly returns the rudder to the trimmed condi-
tion.

Since the optimal rudder control here commands hard over deflec-
tions, a further study was carried out to determine whether a greater
initial range would improve the channel transfer and reduce the use of
maximum rudder deflections. The range was therefore increased to 6000
feet, thus doubling the maneuvering time to the way-point to 4 minutes.
With this additional maneuvering time, the use of maximum starboard
rudder is slightly reduced and the need for maximum port rudder is
eliminated as seen in Figure 6(a). In both results the beginning of the
hard-over starboard command occurs at a range of 2400 feet from the
way-point. This is equivalent to approximately 2.5 shiplengths and a
time of 96 seconds from the way-point in anticipating the 450 change in
course.

Effect of Path Curvature

Circular arcs were drawn connecting the entrance and exiting legs
of the channel, with radii of 2000 ft., 5000 ft., and 10,000 ft. re-
spectively, to represent the designated tracks, as illustrated in
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Figure 7. The optimal rudder angles to achieve minimum deviation off
these assigned tracks were calculated and are shown in Figure 8 for the
165,000 DWT tanker initially moving at 15 knots and starting at a point
3000 feet fros the way-point with zero wind and zero current.

The maximum deviations off track with these rudder histories were
+ 20 feet, + 10 feet, +6 feet and -10 feet respectively. It should be
noted that large rudder angles are required in the tighter turn. Also,
before the main rudder command is given to initiate the turn, the
rudder is moved slightly back and forth to prepare for the turn.
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Figure 8. Optimal Rudder Angle for Various Radius Turns;
165,000 DWT tanker, 15-Knot Ship Speed, No Current,
No Wind, 6000 Foot Initial Range

At the point where the right rudder is applied to initiate the
turn, the ship has developed in all cases a small counterclockwise turn
rate. The right rudder is increased until the ship reaches the transi-
tion point, and thereafter the rudder is moved steadily over to the
left during the turn. At the transition point, although the ship is
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perfectly on track, it has developed a substantial turn rate and
lateral velocity before beginning the turn. The same behavior is indi-
cated for each turn curvature. For the 2000 ft. radius turn, the right
rudder is applied 1.10 minutes (1673 feet or 1.76 ship lengths) before
reaching the transition point. The yaw rate developed at the beginning
of the arc is 0.6

0
/second and the lateral velocity 1.76 knots. For the

5000 ft. curvature bend, right rudder is applied about 1.37 minutes
from the transition point (approximately 2080 feet or 2.19 ship
lengths). The corresponding yaw rates and lateral velocity are
0.2

0
/second and 0.5 knots.

Figure 9 shows the ship trajectory when a step input of 350 right
rudder is applied to the 165,000 DWT tanker. Superimposed is an arc
with a 2000 ft. radius of curvature, which very closely fits the tra-
jectory over a considerable portion of the initial turn. From this it
appears that a 2000 ft. radius turn is about the minimum that can be
attained by the ship with a minimum deviation off track. Tighter turns
result in larger deviations and overshoots.

Figure 10 s: 3ws the transitional arcs that were established as
desired tracks in three areas of New York Harbor for which optimal
studies were performed. The radii of these arcs are 6500 ft., 3500 ft.
and 11,000 ft., respectively, which approximately cover the range of
values that were compared above.

OPTIMAL TRANSFERS USING RUDDER AND PROPELLER COMMANDS

The purpose of this study is to illustrate the capabilities of the
optimization program to minimize the average cross-track deviation
while maintaining the ship's initial speed. The steering task is to
navigate through a channel transfer characterized by a 45 degree change
in heading with a 5,000 ft. blending arc as depicted in Figure 7. The
maneuver begins with the 80K DWT CAORF Tanker at an initial range of
5,000 ft. from the channel entrance and moving in a trimmed equilibrium

3000

2000

0R 2,0OOFT

1000

0 1000 2000 3000

Figure 9. Turn Trajectory for Step Input 6 = -35;
165,000 DWT Tanker, 15-Knot Ship Speed,
Njo Wind, No Current
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condition along the X0 axis at a speed of 10 knots. The maneuver is
completed within a 10 minute period and occurs at a time when the
channel is assumed to be at slack tide with no wind.

The optimal solution is difficult to distinguish from the desired
path in Figure 7 since the maximum cross track deviation is only ±10 ft.
while the maximum deviation in ship speed is less than 0.1 knots
throughout the transfer. The optimal rudder solution given in Figure
11 initiates a starboard rudder command 1.0 minutes into the trajectory
indicating that the anticipation range to the transition point is
approximately 2,000 ft. or 2 ship lengths. Note that the 5,000 ft.
blending arc only requires a maximum rudder deflection of 5 degrees to
minimize cross track deviation. The starboard rudder input lasts for a
period of 4.5 minutes followed by a rudder reversal to port to align the
ship with the second channel centerline. The optimal propeller rpm
solution which maintains the speed is summarized in Figure 11. It is
evident from the optimal propeller command that as the ship traverses
the region of the blending arc additional power is required to offset
the increased drag induced in the turn. A maximum increase of only 10%
in propeller rpm is required to maintain the ship's speed to within 0.1
knots of its initial speed.

This study was repeated for the same channel transfer conditions
with the addition of a 50 knot wind blowing from the SW (2250). The
wind is crossing the port beam during the first leg and becomes a fol-
lowing wind as the ship completes the turn.

For the transfer with wind the maximum cross track error is less
than +12 feet while the maximum speed error is once again held to + 0.1
knots. The corresponding optimal controls for the rudder and propeller
rpm are shown in Figure 12. At the initialization of the trajectory
with the wind blowing at 50 knots from 2250 the equilibrium values for
the rudder and propeller rpm are -4.50 and 57.1 rpm respectively. The
optimal rudder command initiates the starboard turning maneuver essen-
tially at the same point (I minute) as in the case of no wind. A maxi-
mum starboard rudder of -10.5 deg. is reached at 2.5 minutes into the
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Figure 11. Otinal Rudder and Propeller Commands; 80,000 DWT
Tanker, 10-Knot Initial Speed, No Current, No Wind,
5000 Foot Initial Range

trajectory but this represents only a 5 degree variation from the equi-
librium value (-4.5 deg), the same as developed in the study without
wind.

OPTIMAL TRANSFERS USING TUG CONTROL

The purpose of this study is to illustrate the capabilities of the
ship-tug maneuvering program to navigate the 80K CAORF Tanker with the
aid of only bow and stern tugs through a channel transfer characterized
by a 45 degree turn and smoothed with a 4000 ft. blending arc as
depicted in Figure 13. Once again the objective is to minimize the
average cross-track deviation from the prescribed path while maintain-
ing the ship's initial speed of 4 knots. The maneuver begins with the
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Figure 12. Optimal Rudder and Propeller Commands; 80,000 DWT
Tanker, 10-Knot Initial Speed, No Current,
50-Knot Wind S.W., 5000 Foot Initial Range

tanker at an initial range of 3000 ft. from the channel entrance and
with its propeller turning at only 0.1 rpm. This propeller speed is
maintained with the rudder held amidships throughout the transfer. For
the duration of the maneuver only a single bow and stern tug are in
attendance and are ordered to use 15,000 Ibs of bollard pull, approxi-
mately one half of their maximum capability. Therefore with the
tanker's engine shut down and with its rudder held fixed, the task of
maneuvering the tanker is solely dependent on the two tugs.

The Ship-Tug Maneuvering Program generated the optimal pull angle
time histories for the bow and stern tugs which result in minimizing
the performance criterion. It is difficult to distinguish the optimal
snip trajectory from the desired path in Figure 13 since the maximum

Fl 4-19



20 MINUTES

1000 FT 0_0 SHIP = 80K TANKER
V0  = 4 KNOTS

6 = 00

N 
= 
.1 RPM

45/ FB = FS = 15,000 LBS

I
R. = 3000 FT

- Rc = 4000 FT

0 MINUTES

igure i3. Opti.al Cannel Transfer witn Tus

cross-track deviation is only +25 ft. The cross-track deviation and
the deviation in ship speed are more clearly shown as time histories in
Figure 14. The extent of the errors in path and speed deviation are
indicative of the rather limited tug resources used in this example;
that is, wiLh the tugs restricted to only half power the average path
error is 13 ft. while the average speed variation is 0.3 knots. It is
expected that as the allowable tug forces are increased to their maxi-
mum values or as additional tugs are used there should result a cor-
responding reduction in path and speed deviations.

The optimal time histories for the tug pull angles are summarized
in Figure 15. Note that the pull angle for the bow tug has a much
larger angular excursion than that of the stern tug. The bow tug begins
with a pull angle of 2300, retarding forward motion and initially
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turning the ship to port. This is quickly modulated within the next 2-3
minutes so that the bow tug pulls at 900 to initiate the starboard turn.
The 900 pull direction is maintained for more than 7 minutes and as the
ship reaches the channel intersection the bow tug starts to reverse its
direction of pull to the port side (at 13 minutes the tug is pulling at
-450 in the port directionl. At the completion of the transfer the
ship's yaw rate has been nulled and the bow tug is pulling at 0.

In contrast to the 2300 change in pull angle required for the bow
tug, the stern tug varies its angle by only +180. During the period
when Lhe bow tug maintains a starboard pull direction the stern tug
varies its pull (push) direction to port with a sinusoidal variation up
to a maximum of only -180. The optimal solution appears to assign the
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Figure 15. Optimal Tug Pull Angle Commands

task of turning to the bow tig while relying on the stern tug to main-

tain speed through the channel transfer.

CONCLUSION

The Optimal Ship Maneuvering Program and its extension to ship-tug
operations have provided a valuable insight into the capabilities and
limitations of ships with and without tug support in performing safe
maneuvers in restricted waterways. These studies support on-line
experiments on the CAORF simulator, which permits the evaluation of
man-ship performance in "real time." Some of the most recent experi-
ments at CAORF have emphasized ship-tug operations involving tug con-
trol in maneuvering and under conditions of impaired maneuverability.
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The optimal programs described previously provide a basis for comparing
the observed pilot strategies and ultimate performance with a theo-
retical optimal. The present programs are based on continuous
controls, but are being extended to consider discrete control, which
will be more appropriate in describing real-life operations.

Ultimately, these programs could lead to the development of ship-
board equipment to assist the mariner in decision making, etc., and
used in training programs to demonstrate strategies for ship and tug
maneuvering.
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APPENDIX

SHIP CHARACTERISTICS AND MODELLING COEFFICIENTS

Table 1. Hydrodynamic Coefficients for the

80K DWT Tanker

Draft = 40 ft. A = L
2

m= 1.380 E-2 Water Depth = 48 ft.

Iz' = 8.045 E-4 Length, L = 763 ft.

Beam B = 125 ft.

Length-beam ratio L/B 6.10

Beam-draft ratio B/H 3.13

Block coefficient CB 0.80

Trim TRIM EVEN

Draft/water depth H/DW 0.83

Beam/water width B/W --

a 0  0 0.0

al V -8.285 E-3

a 2  R -3.094 E-3

a 3  D 0.0

a4 Y 0.0

Hydrodynamic a5  V2R -6.450 E-2

Moment a6  VR2 2.520 E-2

Coefficients a7  V3 5.622 E-4

a8  R3 -4.400 E-4

a9 D3 0.0

al0 Y3 0.0

Iz ' - all RDOT 1.743 E-3

a12 VDOT 0.0

Fl 4-25

4-



Table 1. Hydrodynamic Coefficients for the

80K DWT Tanker (Cont)

b0  0 0.0

bI  V -2.888 E-2

b2  R 3.023 E-3

b3  D 0.0

b4  Y 0.0

b5  V2R 1.096 E-1

b6  VR2 -8.028 E-2

Hydrodynamic b7  V3 -1.582 E-1

Force b8  R3 1.810 E-3

Coefficients bg D3 0.0

bl0 Y3 0.0

bll RDOT 0.0

m' - b12  VDOT 3.090 E-2
c o  -7.246 E-4

m' + c1  3.090 E-2
c 2  -6.509 E-3

C3  0.0

m'- c4  1.440 E-2

F1 4-26



Table 2. Propulsive, Aerodynamic, Rudder Coefficients

for the 80K DWT Tanker

Propulsive Cpl -5.090 E+l

Coefficients CP2  -4.452 E+3

(u > o, n > o) CP3  1.560 E+5

u = ft/sec

n = rps

CX1 -1.985 8-2

CX2 9.644 E-4

C1 3  5.939 E-3

C14  -7.369 E-4

C1 5  1.017 E-3

Aerodynamic Cy1  -3.108 E-2

Coefficients C ,,2  7.963 E-4

C Y3 5.145 E-3

C Y4 3.094 E-4

C Y5 5.513 E-5

CNI 2.141 E-3

CN2  -2.014 E-3

CN3 2.161 E-4

CN4 2.632 E-5

CN5  -2.264 E-4

F1 4-27



Table 2. Propulsive, Aerodynamic, Rudder Coefficients

for the B0K DWT Tanker (Cont)

aRl -8.350 E+5

aR2  7.038 E+6

aR3  -1.369 £48

aR4  6.104 E+5

aR5 -5.143 E+6

Rudder aR6  9.998 E+7

Coefficients bRl 2.329 E+3

b R2 -1.963 E£4

bR3  3.816 E45

bR4  -1.443 E+3

bR5  1.216 E4

bR6  -2.365 E45

CRl -3.120 £42

CR2  2.630 E43

CR3 -5.111 £4
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Table 3. Hydrodynamic Coefficients for the

165K DWT Tanker

Draft = 52.2 ft. A = L
2

m' = 1.46 E-2 Water Depth = 56 ft.

Iz '  9.13 E-4 Length, L = 951 ft.

Beam B = 155 ft.

Length beam ratio L/B 6.12

Beam draft ratio B/H 3.00

Block coefficient CB 0.81

Trim TRIM EVEN

Draft/water depth H/DW 0.93

Beam/water width B/W --

a0  0 0.0

al V -8:500 E-3

a2  R -3.300 E-3

a3 D -1.450 E-3

a4 Y 0.0

Hydrodynamic a5  V2R -2.500 E-2

Moment a6  VR2 1.400 E-2

Coefficients a7 V3 3.300 E-3

a8  R3 0.0

a9  D3 -2.000 E-3

al0 Y3 0.0

I' - all RDOT 1.800 E-3

a12 VDOT 0.0
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Table 3. Hydrodynamic Coefficients for the

165K DWT Tanker (Cont)

b0  0 0.0

blV -1.750 E-2

b2R 4.300 E-3

b3D 3.300 E-3

b4Y 0.0
b5  V2R 2.000 E-2

b6  VR2 -2.000 E-2

Hydrodynamic b7  V3 -4.200 E-2

Force ba R3 0.0

Coefficients b9  D3 -1.000 E-3

b Y3 0.0

bll OT 0.0

m - b12  VDOT 2.640 E-2

co -5.200 E-4

m, + cj 2.640 E-2

c2 -2.000 E-3

-c3 -1.000 E-3

m - c4 1.540 E-2
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Table 4. Propulsive and Aerodynamic Coefficients

for the 165 DWT Tanker

Propulsive Cp1  -7.380 E+l

Coefficients CP2  -4.168 E+3

(u > o, n > 0) CP3  2.085 E+5

u = ft/sec

n = rps

CX1 -1.140 E-2

CX2  0.0

cx3  0.0

Cx4  0.0

cx 5  0.0

Aerodynamic Cyl -2.880 E-2

Coefficients CY,2  0.0

CY3  0.0

Cy 0.0

cy5  0.0

CN1 4.400 E-3

CN2 -1.700 E-3

CN3  0.0

CN4  0.0

CN5  0.0
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VESSEL AND MARINE TRAFFIC BEHAVIOUR ANALYSIS IN CONSTRAINT WATERS

by dr. J.P. Hooft
*

and ir. C.C. Glansdorp 
*

1. Introduction
This paper discusses the analysis of the navigability of a fairway.
The navigability of a fairway is determined by the behaviour of the ships sailing
in this fairway and by the behaviour of the traffic flow resulting from the ma-
noeuvres of the ships as they influence each other.
When information on the behaviour of the ships and the resulting traffic flow is
available a judgement can be given about the navigability of the fairway from a
nautical point of view. This judgement will be subjective when the predicted
navigability is compared to the traffic behaviour known from existing situations.
However a more objective judgement can be made when use can be made of cri-
teria which have been developed from the analysis of navigability under a va-
riety of conditions.
The criteria on which the navigability will be judged should be independent of
the situations to be considered.

The behaviour of one ship is described by a set of actions and resulting phe-
nomena which will be observed during the passage through of the fairway such
as for example:
- the trajectories of the ship and the space needed by the ship
- the physical efforts (use of rudder and main engine, tug assistance, etc) to

perform the intended manoeuvres.
- the efforts of the control systems (including human actions) to realize the

intended manoeuvres.

The combination of actions of the controlled vessel is a result of the behaviour
of each of the elements in which the controlled ship can be assumed to consist
of, such as:
I. the manoeuvrability of the vessel which is determined by the vessel's reac-

tions to control devices and/or the environmental disturbances.
2. the characteristics of the control system (behaviour of pilot or navigator

and helmsman or the automatic pilot)
3. the characteristics of the navigation aids.

The part of the ship's manoeuvrability that is determined by the relation between
the control action (rudder angle) and ship's manoeuvre is called the attainability
of the steered ship. Sailing in the fairway considered, one describes the attain-
ability of the ship by the collection of all manoeuvres generated by any kind of
rudder order that can be realised. It should be noted that the attainability will
depend on environmental conditions such as wind and current.

Aside of the attainability one also may be interested in other aspects of the
ship's manoeuvrability such as the dynamic stability or the sensitivity. In this
aspect the sensitivity is related to changes in the manoevrability due to changes
in, for example the following conditions: a break down of the main power, a
change in waterdepth etc.

From the above considerations it will be seen that for the prediction of the be-
haviour of vessels and of the resulting traffic in the fairway a proper des-
cription is needed of all factors that effect the sailing conditions; this will be
discussed in section 2.

• Head Ship-Handling Research, MARIN
** Head of the Navigation and Ship-Handling Department, MARIN
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In section 3 a discussion will be given with regard to the methods at which the
navigability of a fairway can be analyzed. In the following sections some elu-
cidation will be given of the possible results that can be acquired when per-
forming such analysis.

2 Fatorsin the ship's behaviour

this section a brief discussion will be given about the factors that have to be
considered when analysing the navigability of a fairway.

Ships: For most fairways the navigability largely depends on the behaviour of a
reference ship. Such a ship on which the dimensions of a fairway is based can
either be the largest vessel that is to be expected to use the fairway, a special
type of ship with unconventional manoeuvring properties or a vessel loaded with
hazardous or noxious cargoes.

The manoeuvrability of ships can often be analysed by means of static con-
siderations about the disturbing forces (wind and current) that have to be
counteracted by the steering forces (rudders, lateral thrusters, tugboats or by
means of simplified dynamic descriptions (K and T values of Nomoto [1]). These
considerations are especially valuable when comparable information is available
from full scale observations.
However when detailed information is required about the manoeuvrability of
special type of ships the complete mathematical model and the relevant coef-
ficients of this model should be determined by means of an elaborate program
which provides all manoeuvring characteristics of the ship. A simulation using
this mathematical model Can be used to derive these manoeuvring characteristics
assuming artificial control functions.

Ship's control: When during normal operations all the hardware is functioning
correctly then the most important part of the control is the human behaviour
(pilot, navigator, helmsman etc). Though human behaviour is predictable to a
certain extent it has not been possible to describe the human behaviour properly
by means of mathematical formulae for all possible conditions.
Those predictions of human behaviour which are available are related to known
situations in which observations have been made of special groups of people
under specified conditions. For this reason often use is made of the results of
simulator tests.
Special attention in the analysis of vessels control should be devoted to the
characteristics of the navigational aids and traffic management on the ship and
on shore such as leading lights, Decca system, shore based traffic guidance etc.

Environmental conditions: For the analysis of the navigability of a fairway all
details with regard to the environmental conditions such as changes of the bot-
tom profile, the currents, the allowable speeds (e.g. due to bank erosion), the
availability of tugs etc. should be properly included.

An operational analysis of the fairway may require some additional information
about the hydraulic characteristics. These can be obtained by physical model-
testing in addition to full scale observations.

3. Considerations concerning navigability
Each system will be acceptable when the pre-set aims of the system will be
reached by means of "acceptable" efforts. Mostly the definition of these aims are
clear: the shipping will not exceed the pre-set boundaries of the fairway. How-
ever the criteria at which these aims are reached are mostly lacking. These
criteria are especially important when the aims are not reached so that the
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(visual-, wind- and current) conditions have to be established under which the
aims can still be reached.

To be more specific the analysis of the navigability refers to such items as:
a. the trajectories of the ship: often some rules of thumb are used in which

the channel width (or width of lane) is presented as a number of ship's
breadths. In such considerations one assumes some additional distance
beteen the channel banks and the sailing lane of the vessel though in
practice vessels often sail close along the banks without problems.

b. the efforts at which the ships are navigated through the fairway: in this
aspect one often considers the amount of changes of the rudder angle,
propellor r.p.m., the use of tug assistance etc. The efforts undertaken by
the human operators are also considered sometimes though measurements of
these efforts (e.g. expressed by the heart beat) are seldomly performed.

Generally the navigability of a fairway is defined by "the ease at which the ship
can be manoeuvred through the fairway". This does not mean that the fairway is
well navigable when the ships can pass through it smoothly with little effort, but
also that a change of conditions in the fairway will not affect the ship's be-
haviour very much. This consideration leads to the conclusion that the fairway is
well navigable when:
a. the ship's can be manoeuvred well in the fairway and,
b. the behaviour of the controlled ship will not alter much at changing con-

ditions of the fairway.

4. Methods of analysis
In this section a discussion will be given in relation to the methods in which the
navigability of a fairway can be analysed. It is assumed that when adopting
these methods all relevant information about the characteristics of the fairway is
available in addition to the information of the characteristics of the ships, of the
manoeuvres to be executed and of the environmental conditions.
The several options of analysis may be discussed in such a hierarchical order
that each following method will be more specific and detailed when the previous
method has not lead to a reasonable conclusion.
In the remainder of this paragraph the two extreme methods will be discussed: a
feasibility study on the one hand and a complete simulator study on the other.
They are called method A and method B respectively.

Method A: This method is based on finding the answer of the following query:
When the manoeuvrability of the reference vessel van be sketchily described, is
it possible that this vessel can be navigated through the fairway under the
condition that adequate steering power remains available? For this kind of ana-
lysis the vessel's controllability must be roughly estimated. Especially some
information with respect to the manoeuvres -which are induced by the rudder
angle should be known to determine the attoinability of the ship in the fairway
concerned. Generally this information is available from current literature. Hy-
drographic details and information with regard to the tidal regime are also ne-
cessary to this analysis. This method may be defined: a feasbility study.

After having evaluated the navigability of the fairway in this way it may happen
that one can not reach a decision. This might be the case when too little in-
formation is available or when the traffic situation of the fairway is so com-
plicated that a more detailed analysis is required. One then applies method B.
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Method B: In order to evaluate the controllability of a reference vessel or the
navigability of the fairway and to locate possible bottlenecks one generates a
complete simulation of the anticipated real life situation with the aim of a ma-
noeuvring simulator.
Comments with respect to method B are: When there is no possibility for si-
mulation to estimate the controllability of a given ship, then the practical con-
sequence will be to perform the first passage of the reference vessel in the
fairway concerned with great care. During such a trial special attention is given
to the other ships; more pilots are on the bridge; more tugboats are available
etc. Based on this experience acquired during one or more of such trials, con-
clusions may be drawn about the acceptability of the ship to navigate this fair-
way or with regard to additional precautions to be taken.

It will be obvious that in method B for analyzing the navigability of a fairway
full credit can be given to the specific skill of the mariners. In this way insight
will be gained with respect to the question: "How will the passage through the
fairway be realized?" This information is of importance for establishing the
changes in exceeding limits within which the manoeuvres of the ship should
remain. Such limits refer to the location of the ship, but also to the use of the
control devices and of the (mental) load of the mariners.
This method will be referred to as the simulator method.

S. Feasibility study of the navilability of a fairway
A feasibility study of the navigability of a fairway may be based upon the re-
lations between various parameters such as[2]:

dynamic sailing characteristics of a vessel
- configuration of the fairway

external effects like the tidal regime, wind and waves
- characteristics of the aids to navigation

An illustration of such a study may be given by the following steps:
- Calculation of required under keel clearance
- Calculation of minirium required path-width, ignoring effects of wind and

tidal stream
- Calculation of available depths below chart datum and of required depths

and the specification of locations where available depths are smaller than
the required depths.

- Calculation of time intervals when the required depth is less than the
available depth without taking into account meteorological effects (sea state
zero, no wind).

- Calculation of these time intervals but now taking into account the meteo-
rological effects like wind and sea state provided the equilibrium rudder
angle to compensate for wind effects does not exceed a given preset value.

The under keel clearance consists of a number of factors which may be regarded
as stochastic variables which are normally distributed. To all contributing factors
an average value and a standard deviation should be assigned.

Main factors in the determination of the under keel clearance are: squat and
draught increase due to motions of the vessel in a certain sea state.

The draught and depth accuracy do not contribute significantly to the average
values but the accuracy of the hydrographic survey is reflected in the standard
deviation of the depth. The vessel's loading condition sometimes causes a hog or
a sag thus the nominal draughts do not apply and have to be corrected, even
though the reading of draughts and the calculation of the corrected draughts
due to fuel consumption are accurate to a certain extent.
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When using "visual navigation" it is impossible to determine a vessel's position in
a fairway exactly so a certain width should be provided to compensate for this
inaccuracy. It is obvious that in case of visual navigation the configuration of
leading lines and buoy-gates is important together with the characteristics of the
unaided eye of the navigator in charge.

Another factor contributing to the required path-width in ideal circumstances is
the way a vessel behaves when one is trying to maintain a course whether by
the helmsman or by autopilot. The path width as a result of course keeping
ability is sometimes called manoeuvring lane. One will often resort to the results
of measurements in real life when making an estimate of the width of this lane.

The use of visual aids to navigation alone implies the need for specification of
visibility limits below which the use of the leading lines and buoy-gates is not
possible.

The minimum value of the required path-width under ideal circumstances alone is
not sufficient to determine the extreme limit of navigability of the fairway. Since
this value of the required path-width is known for various locations (although
variable due to variations in accuracy of the visual aids to navigation) the
available depth should be greater than the required depth. When Fair Sheets are
available the determination of available depths is more precise then when using
the normal charts for this purpose. As usual, these depths are given below
chart datum and hence the vertical tidal motion is not taken into account in this
step. When the fairway is divided into a number of locations (these locations
have to be carefully selected) all the depths across the fairway at a given lo-
cation and within the required path-width are carefully scrutinised to find the
maximum depth.

This scrutiny should be extended to all locations of the fairway when the depths
required for the vessel based on the Under Keel Clearance are smaller than the
available depths the fairway is said to be navigable in a vertical sense. When the
depths required for the vessel are greater than the available depths we must
pay attention to the tidal regime.
Therefore knowledge of this regime is necessary.

Generally the mean extremes in the tidal regimes are considered: neap and
spring tide. Often use is made of a socalled mean tide but the definitions of this
tide vary. It should be remembered howvever that even neap and spring tide
values vary with time since they represent an average condition. The calculaLion
starts with the selection of a tidal range. It is necessary to calculate the tidal
height at all locations of the fairway as a function of time. This is generally not
an easy task to perform, since tedious calculations are involved. Co-Tidal charts
may be used to good purpose in this connection. When vertical tidal motions are
used, naturally also the horizontal tidal motions have to be used. The strength
and direction of the tidal stream should be known at all locations of the fairway
for all relevant times. In fact the draught of the reference vessel will govern
which rate of the tidal streams to use when it turns out that these rates vary
with depth.

When it is assumed that a vessel will sail parallel to the axis of the fairway the
tidal stream vector should be decomposed into components along the fairway axis
and at a right angle to it.
The along axis components will affect the vessel's groundspeed and consequently
the times of passage for all locations can be calculated as a function of time
relative to some arbitrary zero. This zero is usually chosen at the time of HW or
LW of a primary or secondary port in the vicinity of the fairway.
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Cross channel components of the tidal stream are normally compensated for by
changing the heading of the vessel to ensure that its track coincides with the
fairway axis or is parallel to it.
This difference between heading and track contributes to the vessel's path-
width. Now the minimum required path-widths for all locations and at all times
relative o "zero time" can be calculated when the effects of the tidal regime are
taken into account.

The available depths at the time of passage within this newly calculated required
path-width are now determined. The depths below chart datum and the calculated
tidal heights at the passage times are added to obtain the available depths. It is
now possiblc to construct a time window with the constraint that the required
depths are smaller than the available depths. This time window specifies an
interval within which departure times from the entrance of the fairway must fall
for the speed selected. It is also possible that no transit is possible for the
selected reference vessel. Sometimes an increase in speed (when possible) is
necessary to open the time window, but no spectacular results should be ex-
pected. The results so far have shown the possibilities of transit for the re-
ference vessel through the fairway in almost ideal conditions.

It should be pointed out that the results only apply to the selected tidal range.
So at least the extremes -neap and spring tide- should be taken to arrive at
definite conclusions as regards transit limitations for the vessel considered.

A calculation of the equilibrium rudder - and driftangle when the vessel is
subjected to an arbitrarily chosen windload is necessary to counter the effects of
wind. For this calculation we require the hydrodynamic damping derivauives as a
function of the depth/draught ratio, the rudder-area and the wind-area to obtain
values for the required rudder angle and drift angle which will maintain an
equilibrium condition.

It may be argued that when this required rudder angle exceeds a certa;i value
the room to manoeuvre the vessel is restricted when traffic conditions require
the use of rudder. An attempt to fix a value for this preset rudder angle implies
a consideration of the rudder angle in use when negotiating bends in the fair-
way. Sometimes 15 degrees rudder angle are used as the preset value, so that
20 degrees are left for negotiating bends and to manoeuvre the vessel when the
traffic condition requires such.

Now we have the possibility that wind conditions should be restricted in order to
maintain the required rudder angle at the preset value. The wind forces are
only slightly affected by the ship's speed through the water and are largely
dependent on the windspeed.
The compensating hydrodynamic forces vary with the square of the vessel's
speed through the water. Hence the vessels speed is an important factor. The
lower the vessel's speed the lower the resulting windspeed which induces the
maximum permissable rudder angle. The vessel's damping derivatives are very
sensitive to under keel clearance and this means that a number of calculations
should be performed with varying depth/ draught ratios. The driftangle con-
tributes to the path-width which should be calculated. There is no need, how-
ever, to extend these lane-width calculations to windspeeds and -directions
which are not allowed for the vessel concerned.
The required path-width in ideal conditions is known and the lane width con-
tribution due to wind is now added to it to establish required path- widths at all
possible times of passage for each location taking into account the limitations in
wind conditions. It may be anticipated that the newly calculated required path-
width is larger than the one calculated for the ideal condition. Now the smallest
depth below chart datum should be found within this path-width.
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When the minimum depth below chart datum has been found at all locations within
this required path-width the actual depths at all times of passage may be cal-
culated by adding the tidal height to the depths found. Since we know the
required depths at various states of the sea, again time intervals may be con-
structed provided the available depth at each location is larger than the required
depth in a given sea state.

When it turns out that no time intervals can be constructed no transit is possible
under the assumed conditions. Note that it has been assumed that windloads do
not change materially the vessel's speed through the water, so that a new cal-
culation of times of passage of any location has been omitted.

The specification of the time intervals, which is done by stating a range of
departure times from the starting point of the fairway, should indicate as well
the reference vessel, the tidal range, the average assumed speed through the
water of the vessel and the restrictions in wind conditions and sea states that
are applicable to those intervals. An example of a time interval is given in Fig.
1. This Figure is borrowed from a study on the navigability of VLCC's in the
Southern part of the North Sea [3].

It is most convenient to list the locations which govern the time interval as well.
It is obvious that these locations of constraint in the fairway should draw the
attention of the analyst when remedial measures are proposed and eventually
taken.
So far one vessel in a fairway has been considered. But this is highly hypo-
thetical and real life often demands the incorporation of some aspects of traffic
in the analysis. The aspects considered here are: overtaking and passing. Now
the required path widths of both vessels are needed and the possible times of
passing a given location in the fairway.
By comparing the vessel draughts one vessel can be designated as the largest
vessel. This designation is important at a later time to select the appropriate
distance between the fairway boundary and fairway axis.

The analysis now proceeds with the determination of the "shore-side" boundary
of the required path width of the largest vessel. This required path-width is
considered to be a measure of the lateral dimension of a "ship-domain". This
domain is defined as the area of water around the ship which the navigator
wants to keep free of any obstruction while the ship is underway.

The "shore-side" boundary may be determined by the location of depth -in-
cluding the tidal height- which equals the required depth for the largest vessel
concerned.

This location should be within the fairway boundary. It is now possible to de-
termine the location of the vessel's centre of gravity by assuming that this
centre is located at half the distance of the required path-width for this vessel
measured from the location of the "shore-side" boundary.

The location of the vessel's extremity (not necessarily the stem or the stern)
which is towards the passing vessel may be calculated taking into account the
driftangles due to wind and tidal stream at the time of passing the given lo-
cation.
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In order to find the position of the other vessel one should determine a safe
passing distance. The factors which may affect the choice of a safe passing
distance may be summarized as follows:
- nature of cargo of each vessel
- speed of each vessel
- total time required for the passing manoeuvre
- hydrodynamic suction or repulsion during the passing manoeuvre.
- navigator's ability to deal with the hydrodynamir phenomena.

When the nature of cargo is such that the cargo comprises no pollutants or
explosives the governing factor for the passing distance is often the hydro-
dynamic suction and repulsion between the two vessels and the ability of the
navigators to deal with these phenomena.
However since a human being is in charge of navigation incidents cannot entirely
be prevented.

When a safe passing distance is determined, the location of the other vessel may
be computed as well as the "shore-side" boundary of this vessel in relation to
the fairway axis.
When this "shore-side" boundary is nearer to the fairway axis than the real
shore-side, passing of the two vessels may be possible provided that the smaller
vessel has a sufficient Under Keel Clearance.

The calculation may be repeated for other possible times of passage. For various
sea states it will now be possible to construct a time window or time interval
inside which the two vessels are permitted to pass each other at the given
location. This procedure may be repeated for a variety of ships of different
sizes which will enable one to find limiting dimensions for ships passing the
reference vessel at the given location. The calculation as set out here may be
repeated for all locations of the fairway. This will result in a list showing the
locations where it is possible for the reference vessel to pass any other vessel
together with the applicable time windows.

In order to calculate the required path-width for the overtaking manoeuvre the
overtaken ship is always the vessel which is positioned first in the calculation.
The question as to the safe overtaking distance is even harder to answer than
the question in the aforegoing step in relation to the safe passing distance.

The speed difference of both vessels involved in an overtaking manoeuvre de-
termines the duration of the manoeuvre. Analyses of accidents involving over-
taking have shown that various distances between the vessels exist which cause
the same type of accidents. A clear answer on the required passing distance may
not be expected from hydrodynamics alone.

The policy maker may be reluctant to increase the passing distance beyond
practical limits since the implication might be for example that no downstream
traffic is allowed during an upstream voyage of a gascarrier, which may be
undesirable for economic reasons. The policy maker will not be very reluctant,
however, to increase the overtaking distance, because it is obviously a more
dangerous manoeuvre than the passing manoeuvre and the effects of such an
increase upon shipping in general are small, since in river traffic the speeds do
not vary much and lie in fact within a relatively narrow band.

It is clear that often no overtaking manoeuvres involving gastankers and oil-
tankers are permitted.

Again a specification of overtaking-time windows for all locations can be made at
various sea states. The list provides an indication of the bottlenecks and sug-
gested possible solutions to remove them.
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6. Elucidation by means of a case study for the simulator method
In this section a discussion will be given with regard to an evaluation of the
dimensions of the entrance of a port of which no similar situation exists. By
means of simulation of the manoeuvrability into this port, decisions will be taken
regarding the navigability for a reference vessel.
The harbour to be designed for the docking of only LNG carriers of 125,000 m3

or smaller is located along a coast. The port is designed for the arrival of 136
ships per year over a period of 20 years which leads to about 5500 passages in
the harbour. In the approach channel the ships sail through current and waves
while the channel depth is designed for a keel clearance of 15% of the ship's
draft.

outer piers innez pier-

Cl t leading line
of li gh ts

approach channel of lights

(dredged) outer innerhabu haror

900 M 1850 M

Figure 2. Schematic plan of the design.

The maximum current amounts to 3 kn. while the ships sail in prevailing winds
of either 5 Bft or 8 Bft.
The first decision to be made refers to the approach speed of the vessel. With
respect to the first conception of a 2750 m length of inner and outer harbour
-based on experience from earlier studies- it is stipulated that the ships will
pass the outer piers at a speed of approximately 5 kn. with a maximum variation
of 1 kn. while 2 miles in front of the outer piers their velocity still is 8 kn.

The port design will also be based on the fact that the tugs will fasten inside
the outer harbour region.

The next requirement in relation to the design refers to the stipulation that only
one ship at a time will approach and dock in the harbour. At this stage of the
design the question arises what the dimensions of the approach channel (to be
dredged) and the distance between the piers should be. When "design charts"
about the width of shipping lanes would have been available, a compromise could
be attained to an optimum harbour. This compromise would lie between as wide a
harbour mouth as possible for the navigation and as small a harbour mouth as
possible from a hydraulic point of view leading to minimum wave penetration in
the harbour.

In order to explore the waterway dimensions required to facilitate the vessel to
enter the harbour it is seen that the inherent controllability will lead to a width
of the approach channel dependent on the ship's drift angle against current and
wind while the dimensions of the harbour mouth and the area thereafter will
depend on the current shear in front of the outer piers.

A further exploration will show that the initial controllability of the ship (na-
vigated ship) will lead to the following factors:
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When approaching in a 500 m wide channel under the condition of no current
while wind disturbances can not be neglected during normal operations one finds
the following dimensions;

a. Available width of outer harbour mouth 500 m:
the required width of lane in the approach channel appr. 290 m
the required width of lane between the outer piers appr. 240 m
the required width of lane in the outer harbour appr. 230 m

500m 290 m 240 m 230 m

required width of lane

Figure 3: Initial controllability of ship in design alternative a.

b. Available width of outer harbour mouth 300 m:
the required width of lane in the approach channel appr. 600 m
the required width of lane between the outer piers appr. 220 m
the required width of lane in the outer harbour appr. 245 m

600 m 300 m220 245 500m

required width of lane

Fioure 4: Initial controllability of ship in design alternative b.
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Note: The results presented in Figures 3 and 4 have been deduced from the
average value and standard deviation of many manoeuvres of ships
entering the harbour under the conditions specified.
For the winds blowing from starboard side, half of the required width
of lane is determined by the average and the standard deviation pre-
sented in Figure 5.

approach chanx-1i outepi, r.- ou r arour

4 kn

.2 m "- ...- wi.., outer

fi mout

"IL

4 3 kn: 1 Y, 1 mk

Figure 5: Description of the ship's tracks in design alternative a or b.

From the aforegoing it is seen that in the option of a 300 m wide outer entrance
the ship's controllability is such that at least a 600 m wide approach channel is
required. The channel width has to be 600 m "at least" because the initial con-
trollability is considered to provide the minimum deviation between actual and
intended manoeuvre. During normal operations the ship's controllability in prac-

4 tice will be less (leading to larger channel widths) than the initial controllability,
as will be shown later on.

The navigability of the waterway can only be improved when the starting points
of the waterway design are changed or when one refers to another ship system
(manoeuvring characteristics of the ship in combination of control method). The
controllability of the ship can be improved for instance by special training of the
pilots or navigators, by providing other aids to navigation to the pilots or by
increasing the water depth by which the turning ability of the ship increases.

In order to proceed the design of the haruour some decisions have to made from
a practical point of view. One assumed the following decisions:

1. At this stage it is not recommended to change the starting points of the
design in order to improve the initial controllability of the ship.

Ft 5-12

-/J



2. It is assumed that a harbour entrance of 500 m is acceptable from a point of
view of wave penetration in the berthing area.

3. Widening of the approach channel from a point of view of initial controll-
ability of the ship has to be rejected.

Based on these arguments the development of the harbour design now continues
with alternative A presented in Figure 3.

It is decided that the waiting time of the ships to enter the port at an appro-
priate current velocity has to be minimal.
When the vessels have to enter the port at any moment of the tide then the fol-
lowing values are found:
required width of lane in the approach channel appr. 620 m
required width of lane in the outer entrance appr. 410 m
required width of lane in the outer harbour appr. 525 m
required width of lane in the inner entrance appr. 385 m

500 -D 41 Mu~ 5'5 385

requ Ir --li - t 1 - -"

Figure 6: Required width of lane of the ship in the first draft design.

With respect to the values indicated in Figure 6 the following comments should be
made:
1. The widths of lanes determined are prelimanary values which only hold for

the initial design stage in which the starting points of the design have not
yet been evaluated from an economic, hydraulic etc. point of view.

2. The widths of lanes have been determined in a more or less ideal environ-
ment in which for instance the visibility was good and the information of
the current speeds was known to the pilots. When the hydrographical
information to the pilots is not accurate then the waterway has to be much
wider allowing the pilot to experience the environmental conditions in which
he is sailing.

3. The widths of lanes have been determined using the average track and
standard deviation of many manoeuvres.

The values shown in Figure 6 are a consequence of the high level of safety used
in the calculations presented above.
However, in the initial stage of design the harbour dimensions seem acceptable
relative to the controllability of the ship considered when one neglects these
required widths of lane while instead the chances of exceedance of the given
waterway dimensions are reviewed. One then obtains the following picture:
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chance of exceedance of an extreme in the 500 m approach channel 1.5%
change of exceedance of an extreme between the 500 m outer pier 0.1%
change of exceedance of an extreme in the 500 m outer harbour 0.4%

From the preliminary values in Figure 6 determined by the ship's controllability
it can be decided that a first draft design of the harbour can be:
-width of channel 500 m
-width of outer entrance 500 m
-width of inner entrance 500 m

This draft should be further evaluated from a point of view of hydraulic and
economical aspects. It is advised that a detailed draft developed in that way will
be tested afterwards on its navigational merits. In such a final nautical studay a
search can be made to the optimization of the navigability by improving the
ship's controllability by a variety of measures specific to the harbour.

In such a detailed nautical study also due attention should be devoted to real
life disturbances which influence the ship's controllability adversely. Such dis-
turbances can be a breakdown of machinery on board the ship, failures in con-
necting tug boats, hindrance of unforeseen obstacles (maintenance dredger) etc.

The values presented in this paper have been deduced from experiments per-
formed at the MARIN Wageningen, Ship manoeuvring simulator [4]. These Fi-
gures only hold for the conditions of this specific harbour design and can not be
copied for any other situation as long as no correlation is available with a range
of experiences acquired under other conditions. The above Figures have only
been used in this paper to demonstrate the recommended line of thinking of
assessing the ship's controllability in the design of ports and harbour entrances.

7. Epiloue
Two extreme cases of studies of the navigability of fairways, and port entrances
are presented. The first one treats a feasibility desk study which often can be
used to assess the navigability in the preliminary stages. The latter one refers
to use of a shiphandling simulator as a tool for the final lay-out of a fairway.
Although economic and hydraulic aspects play sometimes a dominant role it is
believed that both types of study are the core of a succesful lay-out design of a
fairway or a basin in the prelimenary and final phases of the design process.
Furthermore both types can aid to predict restricting conditions for vessel ope-
ration with regard to wind and visbility, as is succesfully demonstrated by
several MARIN-studies.
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Another possibility with promising properties is to use the rudder no
control of the heading but for roil stabilization as well (Carley, 1975;

Lambert, 1972, 1975; Lloyd, 1975, Paltis, ]980 ). Although this will reqi
powerful steering machine the savings realized by not installing stabl
are apparent. Also with respect to fuel economy a rudder roll stabiliza
system may be advantageous. This aspect is of growing importance. Fo
ships the total operational cost Is already for more than sixty percent
by the fuel cost. ( See figure I , according to 1'iich, 198C.)

16 23

.32.'panr and nuaice

1967 1976 1979

Figure 1 Increasing importance of fuel cost

Rough esta ,tes indicate that the loss of speed due to the drag of the
fins is approximateiy ten percent. Recently several papers have di

perfomance criterion for a course autopiiot (loyama, i067; Nlorrbin,
Amerongen and Van auta Lemke, 1080). It can be shown that the loss of

minimized by mlnimizing the rate of turn of a ship, for instance by appi

small and smooth rudder motions. Powever, the rudder Itself caus

neglectable small drag. From the data provided by irrbin, 1972 It foil

for a cargo liner with 110,00 tons displacement and a length of 200 meters

of speed due to steering Is described by (Van Amerongen and Van Nauta .en

T
0.00l76 2 .2

--- + 16001 +6 dt (1)
T

0

The loss of speed caused by the rudder only is tHis:

T0.0076 f 2
S1(6 S dt 

(2)

0

A rudder angle of, for instance, 10 degrees gives a ioss of speed of nf
percent, supposed that the ship does not start turning.

It can be shown that for control of the heading high-frequency ruoder mot

nc positive effect on the course-keeping accuracy (Van Pmerongen and
lemke, 19PO): course control only necessitates liw-frequency rudder mot]

respect to the frequencles of these motions the roilng ntion is high
Cuick rudder maticns, to suppress the rco ling mot ifon, with a mean value c
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the course controller, will therefore hardly influence the ship's heading. Because
of eqn.'s (1) and (2) the loss of speed caused by these quick rudder motions can be
kept on a reasonable value as long as turning is prevented.

MATHEMATICAL MODELLING

The basic equations which describe the motions of a ship, important with respect to
steering and roll stabilization are:

Y - m ( v - ur ) (3)

K XC. (4)

Ii - i r (5)

z

where m is the ship's mass, included the added mass of
the water.

Ix and Iz are thr noments of inertia abouL the
x-axis and z-axis.

Y is the hydrodynamic farce in the y-dlrection.

K and N are Fydroanamic moments.

The other variables have been defined in figure 2a and 2b.

The eqs.'s (3) - (5) can be expanded Into a Taylor series. See for Instance Eda,
197F. Disregarding all higher order terms and introducing the fin angle 0( yields
the following simplified equations:

y Y v+ Yr r + Y p + S Y 4+Y C( (6)

K Kv+ r + p+e ~ l 6 + c K 7

v r P 6 oX

N N , p +N&6 + cw

Substitution of eqn.'s (3) and (6) into (0) and (H), and substitution of eqn. (4)
Into (7) and eqn (5) Into (8) yields, after Laplace transformation:

le z +K X-K
S+ 2-zc, S +CG"

r =p b = +no -Mpg,

TrS+4l (10
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PARAMETER ESTIMATIOM FROM FULL-SCALE TPIALS

The simpliclty of the model of figure 4 enables to estimate its parameters from
full-scale trials. Zig-zag manoeuvres are well suited as test signals. During thetrials the rudder angle, the rate of turn and the roll angle should be recorded.

This enables a two-stage identification procedure:

I. Determine the parameters K and T from the rate of
turn and rudder signals. 1 N

2. Use the rate of turn signal computed by the now
identified Nomoto model, together with the rudder and
roll angle signals to estimate K , K , z and W .

6 r n

For both stages hlilclimbing with the aid of a digital computer works well. In case
that the circumstances are not ideal, for Instance when there Is wind, it is
necessary to estimate two additional constants re and 97, which must be subtracted
from the measured r and P signals. For obtaining accurate results the constants

r. and f should be small.

The parameter-estimation procedure was tested on data which were available from
earlier measurements with a pilot ship. It appeared that for this ship the second
order part of the transfer function could be well approximated by one single pole,
This yields the block diagram of figure 5.

S %+

Figure 5 First order rol dynamics

For this pilot ship,with a lentgh of 60 meters and sailing with a speed of 12 knots
the parameters are given In table 1,

The same procedure was used to estimate the parameters of a naval ship, about twice
as long and sailing with a speed of 21 knots. For this ship the parameters of the
model of figure 5 have also been determined, but the resronses clearly indicated
the need of using the second-order roll dynamics of the model of figure 4.
Parameters of both models are given in table 2.

In figures 6 and 7 the measured responses and model responses eie given for the
pilot ship, (first-order roll dynamics) and for the naval ship (second-order roll
dynamics).
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Figure 6 Results of Identification of a pilot vessel

Table I parameters of a pilot vessel

Iyaw dynamics I roll dynamics

it -0.125 Ks 0.4~

1 I K -6
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T t has ben sfake th~at rej at lvt y s imple, ccodes can he derived to describe tht
ransfcr b, t wer. ruidd, and roll1. The parareters of these -ois can be es* !mated

from fuit-Scale zig-zag tianceuvres. Fir sone ships a modei with first-order rol
dvnin icS appears tL. give a reasonably goad descript ion.

The, modtis aisc give som, insiglht into the abilty af the rudder to stabilizing a
ship's ral i . Pine tra the non-mininirm phase character of the responses t1- rudder
wi: t never be able to compensate a sUti jnary roil angie, shat fins are Able to, do.
POle in the h 1gli frequency range the rudder has the desired effect. For 1 ou
frequencies thi roil in oppositLedirect ion, ciaused by the rate of turn wji be
dominant. i

t
owceer, al s the carecntrol system renul res the rate of turn to be

h-ept sn al ,
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AUTO STEERING AND STABILISER TRIALS IN HM SHIPS

By W B Marshfield
AMTE(H)

ABSTRACT

Auto steering and stabiliser trials in four ships of the Royal
Navy are described.

The main objective of the auto steering trials was to measure the
open loop rudder demand to yaw response of the ships at several
forward speeds. The autopilot time constants were then adjusted to
give an acceptable course keeping and course changing performance.
PRBS or BLN signals were used in addition to sinusoidal signals to
obtain the frequency responses.

On two of the ships stabiliser tuning trials were also carried
out using similar techniques, and in both of these ships autopilot and
stabiliser effective trials have been attempted.

A secondary objective of the trials was to obtain information to
identify multivariable models of ship yaw and roll dynamics, and
while this analysis has not yet been undertaken some indications as to
the quality of the results is given.

Also given is some measured information on roll damping and the
speed lo-s due to fin activity.

INTRODU(TIlN

Objectives

The paper was written to describe autopilot tuning trials on
four Royal Naval ships. It gives the techniques used, presents the
criteria adopted in tuning the autopilots and gives examples from the
trial results. Autopilot effectiveness trials were also undertaken
and these are briefly described.

<n two -f tA i ships roll stabiliser tuning 'rials wert
oa:'ri~d ost and these are described in similar terms.

In addition to the primary rudder angle to yaw and fin angle to
roll responses other parameters were measured and some examples rom
these results are given.

Background Informaticr

Previous to 1978 autopilct trials had been the responsibility of
the Admiralty Engineering Laboratory AEL), now part of the National
Gas Turbine Establishment (NGTE) and responsibility for stabiliser
trials was sharei retween AEL and the former Admiralty Experimenl
Works, now part of the Admiralty Marine Technology Establishment (AMTE),
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to give the best compromise between course keeping and course changing
performance. The course changing performance of the chosen autopilot
was then checked by conducting further trials, with step changes in
course demand of 5, 30 and 50 degrees with the ship in autorilot
control.

In the case of the MCMV and the Frig-te, the autopilots had
previously been set using data obtained from model experiments, and
in the event no changes were made for the subsequent course cnange
manoeuvres. For the Frigate and Aircraft Carrier, trials were later
carried out to check the course keeping performance of the autopilots
in rough weather. For the MCMV the only trial attempted so far was
abandoned when a sea state 8 to 9 left no one with an inclination for
conducting autopilot trials.

Roll Stabiliser Trials

These were carried out on the Frigate and Carrier, both ships
being fitted with two pairs of trapezoidal fins.

The techniques used were similar to those used in the autopilot
trials, with the signal generator in this case providing fin demand
signals as shown in Figure 2.

Figure 2. Olock Diagram for Stabi'iser Trials
F2 2-4



Again the recordd quantities ar shown underlined.

Tne prin ipal objective i Is was no measure the fin de-
mand to rl! angle oequenoy response , - the ships at a number of
forward spe-ds. The cruising speed response was then used to tune the
stabilser c-ntroller. Subse-uencly performance trials were carried
out on both ships, although in betn cases the seas encountered were
not very-e vere.

QUALITY DF RESULT-

Measurement of Yaw

The yaw rate signal was gonerally used for the determination of
the rudder demand to yaw response in preference to the yaw or heading
error signals as thesc tended to saturation. It was sometimes
difficult to prevent large variations from the base course, esp1cially
during low frequency measurement or towards the end of a PRBS serial
especially when wind/sea distsrbanCes were present. The weather helm
control on the hand steering unit was used to try and correct excessive
departures from the base course - but this was not always successful.
During one P, S run on the Destroyer the ship tu-,ned through 360
degrees.

To oltain the yaw response, at a particular frequency ,, the yaw
rs'e response is divided by j, (j /Z- , This facility is auto-
mns ca-ly available on the DS-. Where it was possible to use the yaw
si5ni direct this corresponded well as expected) with the yaw
response obtained from the yaw rate signal.

When considering the yaw response of a ship for aulopilot tuning
it is necessary to consider frecuencies down to 1 mHz. In one
instance one cycle at 1 mHz was measured on the Aircraft Carrier but
3 mHz was the lowest frequency used where repeats were carried out.
Where responses down so 1 moz are shown these are the results of
extrapolation.

Sinusoidal Responses

in both autopilot and stabiliscr trials the results were averaged
;ver PD cycles for frequencies above 10 md'. For measurements between
3 and 10 mHz three to 8 cycles were individually measured and averaged.
Repeatability was good in most cases.

It took 2 to 3 hours to carry out one complete frequency response.

PRBS and BLN Measurements

As stated these were anulysel using a Hewlett Packard 541OA DSA,
some details of which are given in Appendix B. The record lengths
taken were usually between 25 and 10 minutes, although in a few cases
the runs were truncated to about 15 minutes. If the sea was calm
then the results corresponded well in amplitude and phase with the
sinusoidal measurements and the measured coherence values were near
unity. Figure 3 shows a result obtained on the Destroyer where the
coherence is between 0.9 and 1.0 over most of the measurement range.
The gain and phise here correspond very well to the sinusoidal
response values. Figure 4 shows a less acceptable result from the
MYDV with pour coherence over most of the range. The gain response

F2 2-5



+ 20 -T ----- 7 T- -

4. -- 240

0 -- g

6-PO

-40a ~ 40~

-/-so



GAN AAF

-20

- 340

Figure ~ C~S&~ 5.FnLea l-oPi
-10

40-

1igre 5 rct 7 ~Pg il .o3 in Demri Roto lli
- ~F 2 -I



It is concluded that while PRBS responses are easily and quickly

obtained, it is desirable to reinforce the collected data at critical
points using sinusoidal measurements. Adopting this principle during
subsequent forced rolling trials it was possible to obtain a useful
frequency response measurement in about one hour of trials time.

YAW RESPONSE AND AUTOPILOT TUNING

Details of Autopilot

Figure 7 shows a block diagram of an autopilot system.

W'"b A. VE

GNs) GH~s)Y~s) = w(S)A()
ltvatbeQ. SYSaE&

Figure 7. Autopilot System

The transfer functicn of the system is given by:

G s) 
+ 

C(s) 1 GH(s)
Y)=MW~s 1 + -GHNsY Cs 1 + GH s) (1)

G(s) gives the ship yaw response to a yaw moment (note GH(s) should
more strictly be written G(s).H(s)). s is the Laplace operator.

In a calm sea Y(s) = C(s) for a constant set course. In a seaway
if Mw(s) is not zero mean then the mean course is not equal to C(s)

unless H(s) contains an integrator - usually termed the weatherhelm
integrator.

The autopilot used by the Royal Navy are designed by S G Brown
Limited and consist essentially of a phase advance circuit, to which
can be added a weatherhelm integrator. Its transfer function is

therefore of the form

Rudder Demand (1 + T1 La)

Heading Error RR [ (I + T1 T)

L (lift) and R1 (Rudder quantity) are switch selectable with T 1

and T 2 determined by either component selection, or as in the latest

design, by pin board selection. Having selected T1 and T2 for a

particular ship speed these values are changed, for other speeds, in
discrete steps by a signal from the ship's log according to an
inverse speed law, as shown in Figure 8. The other autopilot

controls are:-

F2 2-8



(1) Rudder Limit Switch, which allows the selection of a
maximum rudder angle between 21 and 30 degrees.

(2) The Yaw Switch, with settings from 0 to 5 degrees in
1 degree steps.

With the yaw switch to 1 degree for example, the heading error must
exceed ± 1 degree before corrective action is taken. The error is
then reduced to zero before the yaw dead band is reset to ± 1 degree.

T,

Figure 8. Autopilot Speed Compensation

Tuning of Autopilots

I am indebted to John Warren of S 0 Brown Limited for demon-
strating the use of Nichols Charts when tuning autopilots. We should
therefore consider the frequency domain version of equation (1). Thus

G( ,) + c~jw) (2)
Y(JW) = Mw(jw) f l.(jw) + C )1 + H(j)(2

The open loop frequency response of the system is GH(jw) which is made
up of the measured rudder demand to yaw response and the heading error
to rudder demand response of the autopilot.

Figure 9 shows on a Nichols chart the response of an 'ideal' auto-
pilot. This is perhaps arguable, but the response has been arrived
at as follows.

For fOH(jw)l z 11 + GH(jw)I then the response must follow the
0 db (closed loop) contour; which it does above the 0 db (open loop)
line. Below this if 1(1 + GH jw)l a 1 then the yaw motions due to
waves will not be enhanced by the presence of the autopilot system.
The frequency at which the response crosses the 0 db line we will call
the transition frequency wT" In practice it is sufficient that wT

occurs at a frequency where the rudder demand to yaw response is
around - 20 db.

F2 2-9
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Figure 10. Carrier 18 Knuts Response

The matching of the autopilot to speeds above 18 knots was good
but at lower speeds the compensation was not so well maintained.
See Figure 11.

In fact no step responses were carried out at 12 knots, but
experience at other times where step responses were carried out did
indicate that these were a fairly sensitive test of autopilot tuning.
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Figure 11. Carrier 12 Knots Response

Autopilot Effectiveness Trials

Having turec the autopilcts attempts were made to measure their

performance in a seaway.

The trial objectives were to measure the yaw disturbance of the

ship at three separate headings to the prevailing sea, ie bow, beam

and quarteri4 gseas with

(1) The ship unsteered.

(2) In Auto.

(3) In Auto, with weatherhelm integrator.

This procedure was usually carried out at two forward speeds, 30

minutes recordings were taken for each steering mode.

So far these trials have been carried out on the frigate and the
aircraft carrier. Ps they were carried out on passage it was not
possible to deploy a wave buoy and only visual estimates of the sea
state were possible. F2 2-12



For the unsteered runs a manual weatherhelm was initially set to
maintain as near a straight course as possible. Small adjustments
were allowed if the course deviated by more than 20 degrees from the
desired directions. In general the ships maintained course well under
these conditions, although at 12 knots in quartering seas the aircraft
carrier could not maintain a course unsteered.

The power spectral densities and rms values of yaw and rudder
angle (where applicable) were determined using the DSA and compared
for each speed and heading. From these it would appear that trials
of this sort are not suitable for distinguishing between the finer
points of autopilot tuning. The general conclusions are predictable
ie, an unsteered ship, while it might follow a reasonably straight
course is unlikely to achieve precisely the desired course. With no
weather helm integrator the autopilot course steered is within a
degree or so of the desired course. With the weatherhelm integrator
the required course is well maintained.

Figure 12 shows some results from the Aircraft Carrier in quart-
ering seas in sea state 5. The autopilot yaw band was set to zero.
The steering of the ship actually takes place in the 0 to 6 mHz fre-
quency band, and by 25 mHz the rudder demand to yaw response is around
- 20 db. It is therefore interesting to note that small yaw
disturbances still occur at frequencies around 50 mHz (20 seconds
period) and it is these that caused the major rudder activity.

60

~-------u~
AWPI-8-"---"

0-_-

- ,'. I 

IMI
•O-I.. .V --

0- , .. ..---.-

Figure 12. Carrier 18 Knots Quartering Seas
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The rms measurements taken from Figure 12 were as follows.

Degrees rms (1')-100 mnHz Band)

Yaw R~udder

Unsteered 0.61-
Auto 0.70 6.6 degrees

Auto with WH 0.60 5.:, degrees

Figure 13 shows some rc-3ults for the Frigate in bow seas in a
similar sea state. Here the actual motions are much less, but there
is a small peak at about 100 mHz that does cause perceptible rudder
motions.

PoWKA S9PC RRL DEMWTIE.S

AW

SaA STA-rE S

60
ROOD

Ur- J

Figure 13. Frigate 11 Knots Bow Seas
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Quantities measured from the data are:-

IMean Degrees rms Measurement
Condition Heading Yaw Rudder Band

Error Angle
Unsteered - 20-200 mHz
Auto 0.6 degrees starboard 0.53 1.46 4-200 mHz
Auto with WHI 0.2 degrees port . 0.58 1.54 4-200 mHz

In both ships the yaw dead band of the autopilot was set to zero
so that the rudder responded to all heading error signals. It was not
possible to investigate the effects of yaw band changes during the
planned serials but some measurement were later carried out on the
carrier.

Figure 14 shows a result obtained in beam seas at 20 knots in
sea state 5. Th. quantities measured from the data are:-

YI w Band Degrees rms Measurement
nHeadin Error Rudder Angle Band

Kin 0.8 I .54 3-120 mHz

1 degree 1.47 5.51 3-120 mHz

H Ao .
ac.

H -

OOYAW DFAD 64- M~EQ

Ru*"

ANG-LF

1 I7-

0 . 4 o-0 . g oo

Figure 14. Carrier 20 Knots Beam Seas
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It seems that, here at least, th rudder angle has been decreased

by the yaw dead band but at the expen~e of a larger heading error.

MCMV Yaw Response

The MCMV is designed to tow mine sweeping equipment which
essentially consists of drag loads towed with steel cables of
considerable length, some of which are fitted with diverters to
spread the sweeps. The original autopilot trials were carried out
before the sweep gear had been embarked. Some five months later it
was possible to repeat two of the yaw responses with the sweeps
deployed. Figure 15 shows the sinusoid test results at 10 knots.

Clearly the increased flow over the rudders for the same speed
and the presence of sweeps attached at the stern have a marked
effect on the high frequency response of the system.

-o WT.XT swe.ps

\0 - _,
C-AIN

-

Z___ ___ go -~.

%IjOJt N ""-to Ti - -- -- 10

Figure 15. MCKV 10 Knots Vith and Without Sweeps

OLL ESPONSES AND STABILISER TUNING

Tuning Controllers

The stabilizer controller principally used by the Royal Navy on
newly constructed ships is one designed at the Admiralty Engineering
Laboratory and manufactured by Muirhead-Vatric Limited. It acceptsa roll angle si1.al from the ship's gyro and uses analogue computer

F2 2-16



techniques to develop a transfer function of the form:

Fin Demand Angle = 0.24 K4.K5(KI + 6.06 K2s + 1K32)
Roll Angle (s + 10s + 100(s + 3)

for the "stabilise to vertical" mode of operation.

There is a "stabilise to list" mode, where a zero is introduced
at the origin (a 0 0) but this does not affect the frequency response
of the controller in its working range.

The controller gains are:

K1 Roll angle range 0 to 10 in integer steps

K2 Roll velocity range 0 to 10 in integer steps

K3 Roll acceleration range 0 to 10 in integer steps

K4 Gain range 0 to 10 in integer steps

(1) High speed =0.15

(2) Low speed = 0.3

K3 Speed dependent gain 3 settings = 0 V<6

(3) Auto 1 6<V<12

=1 12<V
V-2V

where V is ship speed in knots.

The fin demand to roll angle response of the ship forms the
major part of the open loop response of the stabiliser system, which
is completed by the frequency response of the controller. A typical
roll response was shown in Figure 5.

The phase advance at low frequencies is quite usual for ships
where the fins are not horizontal.

If the KI, K2, and K3 gains are chosen to provide a phase advance,
at the ship roll natural frequency, equal to the phase lag between
roll and fin demand at that frequency, then optimum stabilisation is
achieved. The settings of K1, X2 and K3 to achieve this are not
unique but it is advisable to ensure that K3 is not zero - which
produces too much phase advance at low frequencies, or too large
which means that high frequency (around 1 Hz) gain of the controller
is too large.

The auto setting of K5 is normally used so that it remains to
fix the value of 4. The method used at AMTE is described in
Reference 2. Basically it consists of using a roll prediction
computer program (Reference 3) which uses the Conolly roll prediction
method (Reference 4) to calculate the rms roll motion at worst
heading in a particular sea state for various values of K4. K4 is
then selected so that the rms roll angle does not exceed a given
level on the worst heading in a particular sea state at a specified
speed. The degree of stabilisation required is not large and it is
usual to have an open loop gain at the roll natural frequency ofbetween 1 and 3. F2 2-17



Roll Response

Figure 16 shows the complete open loop response of the frigate
in polar form, which illustratel the salient points of stabiliser
tuning. Figure 17 gives the same information for the carrier.

490 so
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Figure 16. Frigate Stabiliser Open Loop Response

The forced rolling trials were carried out at a number of
forward speeds for both ships and since the roll natural frequency
remained sensibly constant with speed and the measured phase lag at
the roll natural frequency did not alter by more than ± 15 degrees
then a single set of settings suffices for all speeds.
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\ Figure 17. Carrier Stabiliser Open Loop Response

Roll Stabiliser Effectiveness Trials

These have been attempted in both ships, with only partial
success. The trials objectives were to measure the stabilised and
unstabilised roll motions at two speeds with three headings to the~prevailing seas, ie bow, beam and quartering seas. As with the auto-

: ,pilot trials they were carried out on passage and only visualestimates of the sea state could be obtained.

i * ID-The frigate trials were disappointing because the sea state was
too low to provide a rigorous test of the system. Figure 18 shows
some typical results in quartering seas with the controller used to

":-':"calculate Figure 16. An unstabilised roll of 1.2 degrees ras is
j reduced to 0.74 degrees rms for an s fin motion of' 1.0 degrees.
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Figure 18. Frigate 18 Knots Quartering Seas

For the trials in the Carrier only three stabilisers were
working as one of the fin servos became unserviceable just after the
trials began. Figure 19 shows a result for beam seas. (Figure 17
gives the estimated open loop response with three fins working.)

Although the sea state is 5 the unstabilised roll is oily
1.9 degrees rms. The stabiliser reduces this to 1.6 degrees with a
fin angle of 5.6 degrees rms.
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Figure 19. Carrier 18 Knots Quartering Seas

ANALYSIS OF SECONDARY DATA

So far only a limited analysis of the secondary data has been
undertaken - this being mainly on the frigate results.

Autopilot Trials

Figure 20 shows an analysis of the rudder angle to roll response
of the frigate at 16 knots. Figure 21 shows the results for rudder
angle (degrees) to sway accelerations (metres per sec

2
) from the same

serial. Both sets of data were obtained using the DSA to analyse
recordings taken during a sinusoidal response.
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Figure 21. Frigate 16 Knots Rudder Angle to Sway Acce.leration
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Stabiliser Trials

The roll response of a ship to a roll moment M(t) is usually
represented by a simple second order system with an equation of the
form:-

I(t) + BOt) + AgR 0(t) + M(t) = 0.

(I is the roll moment of inertia, B the damping force per unit
velocity A the ship mass, g the acceleration due to gravity and U!
the metacentric height.)

Dividing through by I and converting to the usual nomenclature
we get

1(t) + 2 woj(t) + Wo
2
#(t) + M(t)

where ; is the roll damping coefficient and w is the roll natural

frequency.

The fin to roll response of a ship is obviously more complicated
than a simple 2nd order system but the peak is dominated by the pair
of complex poles represented in the simple roll equation. The roll
damping coefficient can therefore be estimated by the formulae

Bandwidth
Y 0

where the bandwidth in question is the - 3 db bandwidth around the
peak of the forced roll response.

The results of this simple analysis of the frigate and carrier
roll responses are given in Figure 22.

Also shown on the Frigate results are the analysis of some of
the roll decays recorded at the end of some of the sinusoidal runs
after the excitation was switched off. This time domain analysis
agrees reasonably well with the frequency domain results.

Figures 23 and 24 show some further analysis of PRBS serials.
Figure 23 gives the fin angle to sway acceleration with all fins
working. The ship speed was 12 knots. The coherence is extremely
good for this serial but at other speeds the results were more
scattered. The sway acceleration due to fins measured on the carrier
was so small that it was lost in noise and in no cases were analys-
able data obtained from the PRBS results.
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Figure 23. Frigate 12 Knots Fin Angle to Sway Acceleration
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Figure 24 is the only result obtained for yaw velocity due to fin
angle where the coherence is at all reasonable over part of the frequency
range. The rapdily and continuously changing phase characteristic is
typical of a time delay, and it may be that the yaw measured was due
to wash from the stabiliser fins interacting with the rudders

-40 ..... - 9o

-so 
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toA Mo "o O
0

to .

Figure 24. Frigate 12 Knots Fin Angle to Yaw Velocity

On the Frigate it was possible to get some idea of the speed
losses due to fin action as the speed recordings from the log signal
showed recognisable speed reductions in response to a step input to
the fins. The speed loss, with both sets of fins, was quantified as
being:-

Speed Loss (Knots) T=22 - '8 where a = fin angle.

This was reasonably constant over a speed range of 12 to 26 knots.
This means that an rms fin angle of 5 degrees is likely to cause a
speed loss of about 0.45 knots.

~Similar analysis was not possible for the carrier as flow from

the fins increased the noise levels on the log signal to such a
degree that any small change in speed went undetected.

DISCUSSION AND CONCLUSIONS

1. The trials show that in a calm sea situation PRBS signals
can provide frequency domain information of equal quality to those
derived using sinusoidal signals. However if sea disturbances occur
then it is seen that sinusoidal responses with their higher signal
to noise ratio provide more reliable data. The combination of the
two techniques in these trials have ensured that valuable trials time
was not wasted. P2 2-25
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2. An efficient trials procedure for tuning autopilots has
emerged from these trials. The frequency domain measurements, plotted
on a Nichols chart, provided the necessary information of the required
phase and gain from the autopilot in an easily digested form.

3. The autopilot effectiveness trials were shown not to be a
sensitive test of autopilot tuning. This was possibly due to the
changing input from the sea during the trials. Nugatory rudder action
was shown to occur but it is not clear how this can be avoided as such
measures as reducing the rudder bandwidth or filtering the heading
error signal are likely to introduce unacceptable phase lags into the
open loop response.

4. The stabiliser trials showed that the forced rolling
characteristics of a ship, with regard to natural frequency and the
phase lag at the natural frequency are relatively insensitive to
speed. This means that one set of controller gains is capable of
providing good stabilisation over the entire speed range.

Changes in natural frequency due to changes in UG- were not
investigated during the trials and it seems unlikely that this can be
achieved in practice. Fortunately during normal operations in a war-
ship changes in condition are kept to a minimum. At worsttypical
information suggests that a reduction in natural frequency of 30 per
cent is possible in going from the deep to the light condition. While
ideally such a change should be compensated for, in actual fact the
reduction in efficiency would be small.

5. Roll damping coefficients have been determined from the
frequency response data, and these agree reasonably well with values
obtained from time domain roll decay information.

6. While the present autopilots have proved satisfactory and
reliable in service the technology used is now somewhat dated. There
is also some evidence that the speed scaling could be improved. These
autopilot trials have provided a full set of data on the rudder angle
to yaw response of a wide range of RN ships. This should be of con-
siderable help in the design of future autopilot systems.

7. The analysis of the secondary data (such as rudder induced
sway, etc) has been included to show the quality of the data collected.
It shows that some of the PRBS records can provide sufficient data for
the identification of multivariable mathematical models of ship
steering and roll dynamics. This analysis may bring the dream of a
combined steering and roll control of a ship nearer reality.
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driven, out of control on erratic courses, often at night; and the
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Appendix A

THE PSEUDO RANDOM BINARY SEQUENCE

The PRBS used in the trials were generated by a Solartron
Type JM 1861 PRBS generator.

A normal PRBS is one in which there are only two possible signal
levels which can change only at regularly spaced event points. It is
generated using a shift register with the outputs of two of its stages
connected to an exclusive OR gate the output of which controls the
state of the first stage of the shift register. For a shift register
N stages long it requires 2N - 1 clock pulses before the sequence
repeats itself.

Multi-level sequences can be generated by summing the outputs
of a number of shift register stages. During the trials 3 level
sequences were used; and these are generated using the outputs from
two stages. Figure Al illustrates 2 and 3 level sequences of ampli-
tude A volts.

A a loom.
A

SL9VWL

-A H _
I I I I I _

Figure Al

If the event time is at and the clock frequency fe =L then

the period repeats is At.p 
where p z 2 N - 1.

The power spectral density of the sequence is a series of

discrete lines occurring at intervals of fc
p

Details of the sequences used on the trials are shown in the
following table.
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ISequence Number of
Ship Type of fc N Length

Trial Hz Seczcndz Lvl

NCMV AP 0.3 7 423.3 2

riae STAB j1.0 7 127 2

Destroyer AP 0.3 7 423.3 3

Crir AP BLN* - - -
Crir STAB 0.3 7 423.3 3

B LN (Band Limited Noise) see Appendix B.

Figure A2 shows the power spectral densities of the sequences
used, the amplitude A being 5 volts. Note that 100 mHz is about the
maximum useful frequency for the 3 level sequence with fc =0.3 Hz.
Unfortunately the signal generator used produces only a limited
range of clock frequencies with no alternative values between 0.3
and 1 Hz.

O.3v4z' -a LEVEL SW1..CA

PSO

'I O= I 2LEVL fatovs.

Figure A2. PSD of Trial Sequences
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Appendix B

DIGITAL SIGNAL ANALYSER

The Hewlett Packr.rd 5420A Digital Signal Analyser is a two input
device. It digitiser the signals connected to the inputs and operates
on that data according to a pre-programmed set-up state specified by
the user.

The two modes of analysis used in the trials were auto power

spectrum (power spectral density) and transfer function.

Using the HP nomenclature consider:

x(t) h( ) y(t) TIME

INPUT o-----F OUTPUT

Sx(f) H(t) Sy (f) FREQUENCY

where

x(t) = time domain input

y(t) = time domain output

Sx(f) = linear Fourier spectrum of x(t)
S y(f) = Linear Fourier spectrum of y(t)

H(t) = System impulse response

H(f) = System transfer functions (frequency response)

For the auto power spectrum the DSA calculates, for example,

G xx) =S(f). S*(f)

Where * denotes the conjugate of the function and - averaging.
The DSH averages the results from over lapping samples from the data,
the number of samples being set by the operator.

For the transfer functions measurement we have

u : M. sx*(f)
G-C7 S_(f)" Sx*(f)
xx x x

where G yx(f) is the cross power spectrum of y(t) and x(t).

Incidentally when calculating H(f) all the ingredients of the
coherence function are generated, so that this can also be displayed
by the DSA, thus

Y
2
(f) yx

-yy
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Where y
2
(f) is the coherence function, whose value lies between

0 and 1.

The coherence function gives the signal to noise ratio (S/N) of
the measurement, ie

S(f) - y2 (M)
W7-"---y(f)

In practice is seems that the measurements become unreliable when

y
2
(f) falls below about 0.85.

Band Width of Measurement

The measurement bandwidth of the DSA can be adjusted to suit
the particular signals being analysed. All the DSA analysis given in
this report was carried out over a frequency range of 0 to 1 Hz, which
gave a sampling interval of 0.25 sec. For most of the illustrations
reproduced here only a small portion of this bandwidth is reproduced.

The values of the ordinates in the PSD measurement are calculated
as follows:-

PS (K Vrms)

where

K is the calibration factor
Ls = 1.5 (to correct for the use of the Hanning Window)

Measurement Bandwidth =.90625 mHz (for 1 Hz BW)
256

Vrme is the voltage at the frequency ordinate in question.

Note also that all the DSA data presented here is in discrete
frequency form with a frequency spacing of Af.

The other consequence of the selected bandwidth is that the
bandwidth of the noise source is also adjusted.

When the Carrier autopilot trials were carried out the DSA noise
source was used instead of the PRBS signals, and in order to limit
the violence of the rudder movements to acceptable limits the measure-
ment bandwidth was reduced to 0.25 Hz. The PSD of the noise source
in this condition is shown in Figure B1.

Note that Figure B1 is obtained from a recording and the
measurement bandwidth is again 1 Hz.

The consequence of using the 0.25 Hz bandwidth during the auto-
pilot trials is that the time taken to obtain the first complete
sample of data is increased 4 fold over the 1 Hz bandwidth. This
limited the number of averages obtained during a I hour recording
period to about 30 as compared with 120 when a I Hz bandwidth was
used.
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CONTROL OF YAW AND ROLL BY A RUDDER/FIN-STABILIZATION SYSTEM

by Claes G. Kgllstrdm
Swedish Maritime Research Centre, SSPA

ABSTRACT

Different discrete time regulators for control of a ship's yaw
and roll motions are designed using linear quadratic control theory.
A simulation study to investigate the performances of the different
regulators is presented. A ro-ro ship equipped with two active sta-
bilizing fins sailing in irregular beam seas is used as test ship in
the simulation study.

1. INTRODUCTION

Traditionally course-keeping and roll stabilization of ships are
treated as two separate control problems. Since both yaw and roll mo-
tions are induced by deflections of rudder as well as stabilizing fins,
it is, however, important to consider the interactions when designing
the regulators. This can be done in different ways. Regulators based
on de-coupling of the yaw-roll motions were discussed in references
(1) and (2). Linear quadratic control theory was employed in (3) to
design continuous time regulators.

Efforts to design regulators for reducing the roll by the rudder
only have also been made. See references 4), (5), (6), (7) ind (8).
The key problem using this approach is, of course, that two outputs,
yaw and roll, have to be controlled by one input. An autopilot for
course-keeping, where not only the yaw motion was considered but also
the roll motion, was discussed in (9).

In this paper different discrete time regulators for a ro-ro ship
are designed based on linear quadratic control theory. This theory is
described in several text books, for example reference (10). A loss
function approximately describing the rate of fuel consumption is
used as a criterion for the design of an ordinary course-keeping
autopilot. This loss function is based on a linear combination of
squared heading and rudder angles. The autopilot is then modified by
using a criterion, where not only heading and rudder angles are pena-
lized but also roll motions. A regulator for reduction of roll by an
active fin-stabilization system is also designed without considering
the yaw-roll interactions. Finally, an optimal multivariable con-
troller for a rudder/fin-stabilization system is described, where fuel
consumption as well as roll motions are minimized. The performances
of the different regulators are compared in a simulation study. A re-
latively complex non-linear mathematical model of a ro-ro ship sail-
ing in irregular beam seas is used in the simulations.

The paper is organized as follows. The test ship is described in

Section 2 and the mathematical simulation model is summarized in Sec-
tion 3. The performance criteria and the design of the different re-
gulators are discussed Section 4. The simulation results are given in
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Section 5 and the major conclusions to be drawn can be found in Sec-
tion 6. An appendix with the detailed simulation model is also given.

2. TEST SHIP

A single screw/single rudder ro-ro ship was selected for the si-
mulation study. The bow and stern draught is 11.0 m and the displace-
ment is 52 010 m

3
. The metacentric height _H is 0.45 m. The ship

particulars are summarized in Table 1.

Table 1. Particulars of Test Ship

HULL DATA

Length between

perpendiculars (L) 173.2 m

Beam 32.3 m
Draught, bow 11.0 m

Draught, stern 11.0 m

Displacement (V) 52 010 m
3

Metacentric height (GM) 0.45 m

PROPELLER DATA

Propeller diameter (D) 6.3 m

Pitch ratio (P/D) 0.715

Number of blades 4

RUDDER DATA

Total rudder area 35.8 m
2

Aspect ratio 1.4

Propulsion and Rudder

A diesel engine of 13 000 HP delivers the propulsion power. The
ship is fitted with a four-blade propeller with a diameter of 6.3 m.
The rudder is of "Mariner" type with a total area of 35.8 M

2
. The

propeller and rudder data are given in Table 1.

Active Fins

The test ship has no roll stabilization system. However, in the
simulation model the ship is fitted with two active fins. See Fig. 1.
Each fin has an area of 25.0 m

2 
and the aspect ratio is 1.0. The ac-

tive fins are placed 50 m aft of L/2.
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32.3m

E A-0/ .. F

C F

F

Figure 1. Active Fins Designed for the Test Ship.

3. MATHEMATICAL MODEL

The simulation model, which describes the surge, sway, yaw and
roll motions of a ship sailing in waves, is briefly outlined in this
Section. The complete simulation model is given in the appendix,
where parameter values for the test ship are also summarized. The
numerical values have been obtained from captive scale model tests
and theoretical estimations. Another alternative of determining the
parameters for a specific ship is the application of system identifi-
cation to full-scale experiments or free-sailing scale model tests.
See references (11), (12), (13), (14) and (15).

The structure of the basic mathematical model was given by Norr-
bin (16) and further developed by Norrbin (17). The mathematical
model, excluding the roll equation, has been used in many simulation
studies, for example in (14) and (18).

Equations of Motion

The equations of motion are conveniently expressed using a co-
ordinate system fixed to the ship. The origin is placed in the free
water surface plane half-way between the perpendiculars and in the
centre-line of the ship.

The variables used to describe the surge, sway, yaw and roll mo-
tions are explained in Fig. 2. The projections of the total ship
speed V on the x- and y-axes are the surge velocity u and the sway
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velocity v. The yaw rate is denoted r and the heading and rudder
angles are denoted 1 and 6. The roll motion is characterized by the
roll angle 0 and the roll rate p. The angle a of the active fins is
defined positive when a negative roll moment is induced.

x

U

0.

y

Figure 2. Variables Used to Describe the Surge,
Sway, Yaw and Roll Motions of a Ship.

The equations of motion are obtained from Newton's laws express-
ing conservation of linear and angular momentum:

mO- yr - xGr
2 

+ z~rp) =X + T(1-t ) + XR+ E+X

m(O + ur + xGr - zGp Y+ + P + Yw

IZZ - lzx + mxG 0 + ur) = N + NR + NR + Nw
IxX - IzX - mz(0 + ur) + mg.-sin = K + Ki + KF  Kw

where X and Y are the components of the hydrodynamic forces on the
x-axis and y-axis, N and K are the z-component and x-component of the
hydrodynamic moments, m is the mass of the ship, Izz and Ixx are mo-
ments of inertia, Izx is a product of inertia, and xG and ZG are x
and z co-ordinates of the centre of gravity. Note that the y co-
ordinate of the centre of gravity is equal to zero, because the co-
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ordinate origin has been set in the centre-line of the ship. The pro-
peller thrust is denoted T and the thrust deduction factor ty. XR,
XF and X, are forces in the x-direction from rudder, active tins and
waves, respectively. The added forces and moments of the other equa-
tions of (3.1) are defined analogously.

Propeller Thrust

The propeller thrust is computed as

T = KT ' PD4n 2  
03.2)

where p is the water density, D is the propeller diameter and n is the
propeller rate of revolution. The propeller is characterized by a
polynomial expression for KT, which is given in the appendix. A con-
stant propeller rate of revolution n equal to 1.93 1/s (116 rpm) is
assumed in the simulations. This propeller rate corresponds to a
nominal ship speed of 7.7 m/s (15 knots).

Rudder and Active Fin Forces

The lift forces from the rudder and one of the active fins are
obtained as:

YR = (kIU
2 

+ k2T)(1 + s62)6
J3.3)

F = k 3u 2 (1 + S2a2)a

Note that YF 
= 

2-sin y.F, where y is the angle between the fin axis
and the free water surface plane (cf. Fig. 1). The details of (3.3)
and the other forces and moments from rudder and active fins are given
in the appendix.

First-order models describing the rudder and active fin dynamics
are included in the simulation model:

= (- 6 + c)/T R (3.4)

& a= ( + ac)/TF

where 6c and ac are the commanded angles and TR and TF are the time
constants. Both rudder and fin rates of (3.4) are limited as well as
the maximum rudder and fin angles.

Wave Forces

The forces and moments from beam seas acting on the ship are
approximated by:

Xw  = 0
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Yw = m a S(t)

Nw  = ML (3.5)

= mL a. S(t)
Kw L a3  ()

where (t) is the z co-ordinate of the sea level at origin and S(t) is
the wave slope.

A Pierson-Moskowitz wave spectrum given by (see ref. (19))

C M -A e-B/W 4  
(3.6)

is simulated by feeding a white noise signal into a filter. A signi-
ficant wave height of 7 m and a mean wave period of 9.4 a are chosen
in the simulations. This corresponds to A = 0.78 and B = 0.063 in
(3.6). A rational spectrum

b2 2
2

(w) = (3.7)
M 6 + (a1

2
_2a2)4 + (a2

2
-2aja 3 )W

2 
+ a 3

2

with al = 0.5, a2 = 0.33, a3 = 0.07 and b 2 = 0.415 is used as an ap-
proximation of (3.6) for the chosen sea state. The spectra (3.6) and
(3.7) are illustrated in Fig. 3.

0& (C) 10
(mn2s)

8

6

2
\

/
0

0.4 0. 1.2 1.6

w (rod /s)
Figure 3. The Rational Spectrum (3.7) (continuous line) and the

Pierson-Moskowitz Spectrum (3.6) (dashed line) for a Signi-
ficant Wave Height of 7 m and a Mean Wave Period of 9.4 s.
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A stochastic process with spectral density (3.7) is obtained as
output from the filter

G (S) = b 2 S (3.8)

s
3 
+ al

s 2 
+ a2s + a3

when the input is white noise (see ref. (20)). An approximation of
the wave slope spectrum

0ss(W) = 0- €(W)
g2

is given analogously by

c b2 S2
Gs(S) S

3 
+ als

2 
+ a2s + a3

where c = - 0.065 for the chosen sea state.

The two filters (3.8) and (3.9) are represented in the simula-
tions by the differential equation system:

, a 1 0 xj 0

i2 -a2 0 1 X2 + b2 e

-221 = a, 0 0i X3 0

(3.10)

= 2-ac c 0

where e is a discrete time white noise signal with zero mean and
standard deviation 2.22. A time step of 0.5 s was used. Realiza-
tions of the wave level and the wave slope S are shown in Fig. 4.
These realizations are used in all the simulations.
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0.4.

Figure 4. Realizations of wave level and wave slope S.

4. DESIGN OF REGULATORS

The regulator design is based on linear quadratic control theory
(see ref. (10)). The design is carried out efficiently by use of the
interactive computer program SYNPAC, ref. (21).

A preliminary investigation showed that a sampling interval of
1-5 s was appropriate. It was decided to use the interval 2 s in all
the simulations.

Linearized Models

Thq following linearized state space model is the basis for the
design:
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[ -0.019 -3.1 0.069 0 0.031 v

-0.0012 -0.087 0.00055 0 -0.000031 r

0.00066 -0.14 -0.018 0 -0.022 p +
0 1 0 0 0
0 0 1 0 0

-y (4.1)
0.044 0.015

-0.0018 -0.00026 6
+ -0.0017 -0.0040

where the equations of surge, rudder and fin motions have been exclud-
ed and the linearization is performed around u = 7.7 m/s,
v =r = p = = = 6 = a = 0.

If the roll motion is neglected in equation (4.1), an analysis
shows that the time constants of the v and r equations are Ti = 8 s,
T2 = -50 s and T3 = 22 s. Thus, the steering equations have a very
unstable mode. Nomoto's steering model:

[ [ + [K/T] 6 (4.2)1 00

where T T, + T2 - T 3 
= 

-64 s and K = 0.040 1/s, is used for the de-
sign of a simple yaw regulator.

If the couplings of v and r into the roll equations of (4.1) are
neglected, the ship's natural period of roll is then calculated to
42 s and the damping coefficient to 0.061. The design of a simple
roll controller is based on the model:

[ j=[-0.018 -0.0221 [ pj + [ -0.0040J ac (4.3)

Performance Criteria

A simple criterion for steady state course-keeping has been pro-
posed by Koyama (22) and Norrbin (23):

j * = + A6 C ) dt (4.4)
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It was verified in reference (24) by full-scale experiments that the
criterion (4.4) with an appropriate value of A gave a good descrip-
tion of the rate of fuel consumption in weather conditions varying be-
tween light and fresh breeze. In hard weather the criterion (4.4) has
not been verified. Based on formulas in reference (23) the value of
X6 was calculated to 0.17 for the test ship. A corresponding value
for the active fin deflections was also calculated: X. = 0.24.

A suitable criterion for the design of roll regulators is:

j = f(A p 2 
+ A 0 + % 2) dt (4.5)

p 0

where A, and A should be chosen in such a way that a good roll re-
duction is obtained. A few preliminary simulations resulted in the
following values: Ap = 55 s

2 
and X0 = 0.5. The values can probably

be improved by a more comprehensive simulation study.

Regulator 1

A simple yaw controller is designed based on Nomoto's model (4.2)
and the criterion (4.4):

6c  = - 112'r - 2.3"0 (4.6)

Regulator 2

A yaw and roll controller, where the rudder only is used, is de-
signed based on the criterion:

j f(A p2 + p2 + A o
2 
+ A 66c2

) dt (4.7)

and a combination of the models (4.1) and (4.2):

6c - 27.r - 5.0.p - 2.34' - 1.4.0 (4.8)c

Regulator 3

This regulator consists of one rudder/heading loop and one
fin/roll loop. The yaw-roll interactions are not considered. The
yaw controller is the same as (4.6) and the roll controller is de-
signed using the model (4.3) and the criterion (4.5):

ec = - 13.p + 0.10.€ (4.9)

Note that the roll rate gain is the important factor and that the roll
gain is almost negligible.

F2 1-10



Regulator 4

A true multivariable controller is designed based on a combina-
tion of the models (4.1) and (4.2), and the criterion:

J = f(Xpp
2 
+ P2 

+ X 2 + X 66c2 + ,c2) dt (4.10)
0

The following controller was obtained:

6 = - 26-r -
2
.8.p - 2.4-* - 0.87.(c (4.11)

c = 5.0.r - 13.p + 0.020.- - 0.21.

The reason for excluding the sway velocity v is simply that it is

usually difficult to obtain reliable measurements of v.

5. RESULTS OF SIMULATIONS

The simulations were carried out efficiently by use of the inter-
active simulation program SIMNON, reference (25). The results of the
simulations are shown in Figs. 5-8. A summary of root-mean-square
(rms) values and maximum values are given in Table 2, where the steer-
ing loss function J* (eqn. (4.4)) is also tabulated. Note that the
maximum rudder and fin angles were limited to 200 in all the simula-
tions.

Table 2. Simulation Results

Regulator rms (6) sms (a) rms (g) max ms () max J*

deg deg deg deg deg deg (deg)'

1 8.84 - 0.50 1.29 5.32 16.38 13.53

2 7.87 - 1.14 2.71 4.86 14.93 11.81

3 8.78 12.12 0.48 1.32 4.86 14.58 13.34

4 4.22 12.28 0.87 1.93 4.70 13.37 3.79
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Figure 5. Regulator 1 - Simulation Results.
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Figure 6. Regulator 2 - Simulation Results.
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Figure 7. Regjulator 3 - Simulation Results.
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Figure 8. Regulator 4 - Simulation Results.
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By comparing the simple course-keeping regulator 1 with regula-
tor 2 (yaw/roll-control by rudder), it is concluded that the rms of
roll is reduced by 8.6 % and the maximum roll angle by 8.9 %. Thus,
roll stabilization by rudder is a reasonable concept for the test
ship. Also note that the J* is decreased for regulator 2. This re-
sult indicates that the roll motion should be considered in all auto-
pilot designs for ships (cf. ref. 19)).

Traditional yaw/roll-control by rudder/fins (regulator 3), with-
out considering the yaw/roll-interactions, improved the roll perfor-
mance approximately as much as regulator 2 did. However, it should
be noted that the value of J* is larger for regulator 3 than for re-
gulator 2 because of the induced resistance of the active fins.

Regulator 4, the true multivariable controller, reduced the rms
of roll by 11.7 % and the maximum roll by 18.4 % compared to regula-
tor 1. The improvements compared to regulator 3 were 3.3 % and 8.3 %,
respectively. Note the extremely low value of J* obtained for regu-
lator 4.

6. CONCLUSIONS

A relatively complex non-linear mathematical model for a ship
moving in irregular seas has been presented. An approach to simulate
continuous wave spectra by feeding white noise into a filter was
given.

Different discrete time yaw/roll-regulators were designed using
linear quadratic control theory. These were investigated by simula-
tions, where a ro-ro ship was sailing in irregular beam seas of a
significant wave height of 7 m. It was concluded:

o A true multivariable rudder/fin-controller improved both roll
and steering performances significantly.

o Some, not insignificant, improvements of both roll and steering
behaviour were obtained with a system for yaw/roll-control
by the rudder.

However, not many simu-ations of this type have been carried out up
to now, so the simulation results must be considered as preliminary.

Future work should include a feasibility study of applying ad-
vanced filtering techniques, for example Kalman filtering, and adapt-
ive control techniques for the combined yaw/roll-control problem.
Adaptive autopilots for yaw-control only and Kalman filters were de-
signed in references (14) and (26). Kalman and adaptive filters have
also been designed for wave filtering in connection with dynamic po-
sitioning systems (references (27) and (28)).
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APPENDIX - SIMULATION MODEL

The simulations are based on 
the following mathematical 

model

describing the surge, sway, 
yaw and roll motions of 

a ship moving in

waves:

(l-X") 11 u
2

u + XuvvUV
2 
+ L(x+Xr )r
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+ (l+X vr -
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The model is normalized using the 'bis' system (Norrbin (16)).

The propeller thrust is computed as:

T/m = K T 1n,/V

where

T = Cl + c 2 J + c3(P/D) 
+ c 4 J 2 + c 5 (P/D) '
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and the propeller advance coefficient

j u(l-w)
nD

The nonlinear functions fy(v,r) and fN(v,r) have been derived by
Norrbin (17). They are reprinted in KAllstr6m (14).

The lift forces from the rudder and one of the stabilizing fins
are computed as:

11Y R/M = [1 1 u
u  

+ Y 6(T/m)](l+s1)6

F/ 1 1 F"u
2
]

F/in = L 2 u ] (l+s2a2)a

The rudder and fin angles are governed by first order differen-
tial equations:

= (-+c)/TR l 
6
1im ' '6! lim

= (-+c)/TF ' < lim ', < 'lim

where 
6
c and ac are the commanded angles.

The heading angle , and roll angle I are obtained as:

=r

$p

In beam seas the wave forces can be approximated by:

Xw/m = 0

Yw/m = al. S(t)

Nw/(mL) = a2. (t)

Kw/(mL) = a 3S(t)

where (t) is the z co-ordinate of the sea level at origin and S(t) is
the wave slope.

The following parameter values for the test ship are used in the
simulation study:
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L = length between perpendiculars = 173.2 m

V = displacement = 52 010 m
3

m = mass = 5 3 .3. 1 0G kg

g = acceleration of gravity = 9.81 m/s
2

xG = normalized x co-ordinate of centre of gravity = 0.018

z = normalized z co-ordinate of centre of gravity = -0.015

k'x = normalized radius of gyration around x-axis = 0.074
xx
klz = normalized radius of gyration around z-axis = 0.25

I"x = normalized product of inertia = 0
GM = metacentric height = 0.45 m

D = propeller diameter = 6.3 m

P/D = propeller pitch ratio = 0.715

n = propeller rate = 1.93 1/s

X; = -0.060
1 X" = -0.032
2 uu
1 . 0.000402Xuvv

=

X~r = 0

X~r = 0.15

tp = thrust deduction factor = 0.19

XR = -0.40
X,, = -0.67

Y = -0.73

Y; 0

Y =0.0011

Y~v =-0.78

Yur =0.22

Y4 =0.010

N; = 0

N; -0.040

N = 0

Nv =-0.50

N" =-0.19

N" = 0.0014
up
K; =0.017

K; 0

K =-0.0012

K" = 0.018

K.r = -0.0051

K"P = -0.0027up F2 3-22



C = 0.75

12
K Ipl =-0.0040

A 12 = 0.39

A21 = -0.48

A = -0.11

1 = -0.03131

32 = -0.12

e I  = -0.020

2  -0.37

c = 0.52

c = -0.063

c 5  = -0.0016

w wake fraction 0.27
1
-2 Y6 = 0.14
YT6 = 0.95

S 1 = -0.45

2 uu = 0.057

s 2  1.6

TRP time constant of rudder = 0.5 s

lim rudder rate limit = 0.077 rad/s (= 4.4 deg/s)

6li m  rudder angle limit = 0.35 rad (= 20 deg)

T F  time constant of fin = 0.4 s

jIim fin rate limit = 0.14 rad/s 8.0 deg/s)

alim = fin angle limit = 0.35 rad (= 20 deg)

= 27 m/s
2  

Assumptions:

a2 -0.017 i/s2 u m 7.7 m/s (15 knots),

a 3  = 0.23 r/s 2  j beam sea on port side
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DESIcNINC A MICROPROCESEOR BASED FIN STABILISER CONTROL SYSTEM

By Michael Clarke B.Sc.
Muirhead Vactric Components Ltd

ABSTRACT

This paper will outline the various stages in the design and
development of a low cost microprocessor based fir stabiliser control
system (PSCS) suitable for a wide range of surface ships. There are
several critical areas such as cost, p,*formance, reliability, main-
tainability and safety which must be realised in any new design before
the equipment becomes acceptable to the user. The paper explains how
these have been met to provide a cost-effective roll stabiliser with-
-ut the frills or gimmicks that have become commonplace in many modern
microprocessor based systems.

INTRODUCTION

Muirhead have been in the ship stabiliser field since 1946 and
have, to date, supplied more than half the stabilised ships in the
world including naval vessels with control systems. The current range
of stabiliser control systems in production number three, and are all
analogue in principle. The low cost K-42C system introduced in 1970
utilises an in-built velocity gyroscope as the ship's motion sensor
and was designed for smaller vessels where the degree of sophisticated
control is not always necessary. For larger vessels, the K-373 system
again uses an in-built velo.ity gyroscope but computes roll angle,
roll velocity and roll acceleration signals from the gyroscope and
combines thes, to produce the stabilised signal. For naval applica-
tions, the AEL system designed by the Royal Navy Admiralty Engineering
Laboratory and manufactured by Muirhead is used, although many navies,
including the Royal Navy, also use the R-373. All three systems pro-
vide automatic fin angle reduction with ships speed by utilising an
output from the ship's log.

In March 1978 Muirhead were awarded a design subcontract to pro-
duce a prototype microprocessor FSCS for the U.S. Navy's FFG 7 class
ships, which was duly completed by the end of 1979.

The Royal Navy and other customers in the U.K. and abroad request-
ed design studies into systems using modern technology and therefore,
Vuirhead decided to update its current range. The result of this work
is the new FSCS shown in Fig.l

DESIGN AIMS

From market research and customer liaisons, a draft specification
was compiled detailing all the parameters and design aims for the new
control system. It was Muirhead's intention that the new equipment
should, in the first place, extend our current range and then event-
ually replace or supersede the AEL and K-373 systems. Therefore, the
equipment would need to meet both military and commercial specifications.
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Fig.l Microprocessor FSCS for a Two-Fin Installation

The new control system would be microprocessor based as it had
been demonstrated in various studies that this offered many advanta-
ges over conventional analogue controllers. This would be more adapt-
able to future requirements so long as the overall cost was kept to
within that of our existing equipment. These advantages can be de-

fined as follows:-

a) All signal filtering would be software based thereby allowing more
complex functions to be implemented.

b) All time-dependent elements used in the control algorithm etc.
would be software based thus allowing ramping techniques to be
used, thereby enabling the system to come on-line faster.

c) Drift problems would be eliminated.

d) Characteristics or the principle of the control algorithm can be

changed easily during the design life of the equipment.

e) Self-adaptive control can be implemented.

f) Extensive self-test facilities can be in-built to give warning of
system failure or impending failure.

g) Automatic fault diagnostics for the majority of fault conditions.

h) Predefined test waveform generation during installation and main-
tenance for ease of calibration and checkout.

The need to meet both military and commercial applications with
one equipment design can prove detrimental to the commercial equip-
ment in terms of cost. However, military FSCS are not deemed critical
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equipment and therefore the reduced shock requirement can be met eas-
ily without incurring a cost penalty. Also, most electronic components
nowadays are manufactured to both military and commercial specifica-
tions, and in the design phase, this "as kept very much in mind so
that for the military equlpment, all the components could be purchased
to an acceptable Quality Assurance screened level.

Briefly, the functional requirements for the FSCS can be listed
as follows:-

a) The equipment life expectancy shall be 10 years, minimum.

b) The equipment shall function continuously during sea-going
periods of a ship for up to 30 days at a time.

c) The equipment shall incorporate performance monitoring and test
facilities to enable rapid diagnosis to be made of faults down
to printed wiring board or replaceable subassembly level. The
Mean Time To Repair for the system shall not exceed 1/2 hour for
all repair actions intended to be performed by the ship's crew
underway, and not more than 3 hours maximum for any single repair
action.

d) The equipment shall be repaired onboard ship by the replacement
of complete printed wiring boards or equivalent subassemblies.
The printed wiring boards and other replaceable subassemblies
shall be suitable for repair ashore by skilled staff employing
normal electronic workshop techniques.

e) The Mean Time Between Failure for the FSCS equipment shall not
be less than 2000 hours.

f) The equipment shall be suitable for controlling ships with a roll
period between 7 to 25 seconds.

MICROPROCESSOR

Today there is a vast bewildering range of microprocessors avail-
able to the design engineer and too often the wrong choice is made
right at the start of the project. By the time some of the flaws be
come apparent, it is too late to change to a more suitable device.

The choice of microprocessor for this application, the 16 bit
Texas 9900, was based on previous experience with the device and a
similar application. The important aspects that the microprocessor
must fulfill can be summarised as follows:-

a) A 16 bit data word length compatable with I/O and system resolu-
tion, thereby reducing access and computation time.
In parts of the control algorithm double length arithmetic (32
bits) is required to maintain sufficient accuracy etc. and there-
fore a 16 bit microprocessor is obviously preferred.

b) Comprehensive instruction set with fast multiply and divide facil-

ity.

c) Fast instruction cycle time.

d) Comprehensive software development system with in-circuit emulation
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capability.

e) Available in both military and commercial versions.

f) Preferably at least dual sourced.

g) Iteration time of less than 100 m.Sec. for the complete task.

Some explanation should be given to the statement in Section g)
above.

Since the FSCS is digital in nature, it has a finite resolution
and therefore the information given to the fin/hydraulic system is,
in effect, a series of steps whose magnitude is directly proportional
to the iteration time of the Central Processor Unit. This would place
undue strain on the fin/hydraulic system if the iteration time was not
sufficiently short, i.e. ideally less than 100 m.Secs.

Other techniques used in an effort to overcome the problem where
the iteration time causes concern, such as averaging the step and out-
puting at a faster rate, or analogue filtering at the fin/hydraulic
system, only exacerbate the problem by introducing appreciable phase
delays which, in turn, affect stabilisation performance. Thus, whether
the iteration time required is achievable, depends upon factors men-
tioned in previous Sections a), b) & c) and the complexity of the con-
trol algorithm principle. Muirhead's policy has been to adopt a proven
control algorithm with a microprocessor that has spare computation
facilities, so that with future development of the FSCS, more complex
algorithms can be implemented if the demand exists.

ROLL MOTION SENSING

As with the choice of microprocessor, care must be exercised with
the selection of the sensor. The following text examines the require-
ments for a suitable ship motion transducer.

There are many choices of transducer that can be used which mea-
sure roll angle, or roll velocity, or roll acceleration. Gyroscopes
have been used successfully for many yearb in this type of application,
either by fitting an acceleration or velocity gyroscope in the equip-
ment, or by takL, information from the ship's stabilised gyro-compass.
The main problems with these types of transducers have been size,
weight, sensitivity and reliability. To increase the sensitivity of
these basically mechanical devices, normally involves a cost and/or
reliability penalty.

A very early conception (around 1950) of the purpose and possible
performance of stabilisati rn control, was that it was assumed that the
residual motion of the vessel when stabilised, would be sinusoidal in
character. Experience has shown however, that this assumption is not
true; it implies that roll damping alone is being achieved. The pre-
sent conception is that ship stabilisation should result in holding
the vessel substantially vertical on the sea and that whatever motion
remains will be an aperiodical motion with no recognisable character.

In an ideal theory, acceleration control alone is needed since
the first result of a wave motion on the ship is an acceleration in
the direction of the roll. If this were measured instantaneously, and
the fin angle correction applied in the opposite sense, stabilisation
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will be achieved. In practice, a certain amount of ship motion is a
prerequisite to sensing the acceleration, and to ensure that this
motion is of small amplitude, a high sensitivity accelerometer is need-
ed. Therefore, in this design a sensitive angular accelerometer was
chosen to give optimum stabilisation performance. By using an angular
device, 'heave' and 'sway' elements of the ship are eliminated from
the output information that would be present if a linear device were
used. From the acceleration information, velocity and angle can be
computed for the control algorithm by using standard integration tech-
niques. If, however, a transducer is used that gives velocity or roll
information, computation of the other two terms required can introduce
appreciable problems of digital noise, when differentiation is used on
information which has a limited and finite resolution. This can be
overcome by additional filtering within the control algorithm and
therefore does not preclude other types of transducers that measure
roll angle or velocity from being used with this FSCS.

SYSTEM CONFIGURATION

The FSCS has been configured around three units -
a) the Central Processor Unit (CPU); b) the Angle Transmitter Unit (ATU)
and c) the Acceleration Sensor Unit (ASU) which connect together as
shown in Fig.2

I I I

ICj

I I _I ___ I____,F/H U ', :F/H U ' /H U ,' / HU V

Fig.2 System Configuration for FSCS
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In Fig.2 the units shown dotted are other parts of the installa-
tion to which the FSCS interconnect, and the diagram is not meant to
represent or show a complete Fin Stabiliser System.

In an effort to minimise cost as far as possible, the number of
units that comprise a FSCS was evaluated in depth and has resulted in
the configuration shown. This could have been reduced still further
by the inclusion of the Angular Accelerometer and the electronics from
the ATU into the CPU, but the configuration chosen freed the equipment
from several important constraints:-

a) The need for the CPU to be mounted on an aft or forward bulkhead
and near to the ship's roll centre.

b) The CPU size and weight could be reduced.

c} Other types of ship motion sensor could be accommodated if re-
quired.

d) The Fin/Hydraulic system needs to be complete in its entirety for
maintenance, installation, checkout and fault diagnostic purposes.

Electrical noise or EMI has for many years caused probleDs to all
types of equipment fitted to ships. Muirhead's FSCS have not suffered
this sort of problem in the past due mainly to the fact that 3-wire
synchro type signals have been used within and between units for the
transferencc of information. However, with the new design, this is no
longer so, hence the problem of EMI has been investigated thoroughly.
From this work, the following has been found.

Careful design is needed with respect to

a) how the equipment gronnds and zero volts are connected together
along with the ship's supply ground.

b) the choice of logic level voltage between units (in this case,24V)
so that sufficient magnitude is provided to ensure an adequate
noise margin.

c) all signals between units should be transmitted and received diff-
erentially along two separate lines. One line for the signal and
one line for the ieturn.

"sing these techniques, with overall screened twisted pair cabling
between units, it has been demonstrated that the equipmei.t will survive
the most hostile EMI environment found, even aboard naval vessels.

It can be seen from Fig.2 that the FSCS was designed to control up
to a maximum of 4 fins, utilising one ATU per fin. Each ATU has a
mechanical coupling (to measure fin angle) and an electrical connection
(error signal to drive hydraulics) to its respective Fin/Hydraulic Unit
(F/H. U.).

The CPU reouires the following inputs, the log and helm signals,
and control signals, Power On, Normal/Ouiet mode, True Vert/Natural
List mode, Forced Roll and Fin Angle Zero (one for each fin) which are
all normally taken from the machinery control panel (MCP) which commands
the complete stabiliser operation.
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Lastly, the configuration depicted in Fig.2 was deemed to pro-
vide the greatest flexibility and simplicity such that the FSCS could
be tailored to meet the range of different installations required by
today's vessels.

CENTRAL PROCESSOR (*NTT (CPU)

The majority of this paper is concerned with the design and oper-
ation of the CPU and thus the other two units will only be dealt with
briefly in later sections.

The CPU exterior and interior view with the outer door open are
shown in Fig.3.

Fig.3 Exterior and Interior Views of the C.P U.

The purpose of the CPU is to compute stabilising or fin angle de-
mand signals, in accordance with the control algorithm from informa-
tion supplied by the ASU. However, the function and parameters of the
control algorithm are controllable by the MCP and the Configuration and
Test Module housed within the CPU. (see Fig.3, interior view).

It has already been stated that the control algorithm is a three
term controller comprising roll angle, velocity and acceleration. The
angular accelerometer signal, by the time it reaches the CPU, has al-
ready undergone some simple filtering to remove the relatively high
frequency content due to ship vibrations. It is again further filter-
ed by software before being integrated twice to obtain roll velocity
and angle. Each term, i.e. angle, velocity and acceleration, is adjust-
able to one of sixteen attenuated levels, set by switches within the
Configuration and Test Module. These switches are used to input the
parameters deduceable from the natural frequency and damping ratio of
the ship. It had been the intention to have three switches calibrated
in natural frequency, damping ratio and gain, but this presupposed the
best mix of the three terms in the algorithm thereby not allowing enougi
flexibility. The arrangement chosen might make the setting up more
complicated during installation and sea trials, but once set, it is not
the intention that they should be changed or be operator adjustable
during the normal operational life of the ship.
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The signals from the helm transducer and the list transducer are
summcd together with the selected attenuated roll angle, velocity and
acceleration signals to form the fin angle demand signal. The helm
signal is used to anticipate the roll induced by sudden large changes
in helm angle and is adjustable by switches on the Configuration and
Test Module to one of several curves that best fits the ship. The
list transducer is fitted within the CPU to correct for the list of
ship if the True Vertical Mode command is in operation from the MCP.

The log signal is used to limit the maximum fin angle demand sig-
nal obtainable to the curve shown in Fig.4

7-10K 15-30K

FIN ANGLE
(DEGREES)

SHIP SPEED (KNOTS)

Fig.4 Fin Angle v Ship Speed Curve

Again, _.e variable parameters of the curve are set by switches
within the Configuration and Test Module. It should be explained that
these switches are only accessible after the module has been removed
from the equipment and are not the switches shown mounted on the front
panel. The point where, with decreasina ship speed, the fin angle goes
from maximum to zero, can be set in one k,;nt steps from seven to ten
knots. Maximum fin angle demand can be set in one degree steps from
fifteen to thirty degrees and the point where the inverse square law
part of the curve starts to operate can be set in one knot 'teps from
fifteen to thirty knots. At the start, there is a built-in two knot
hysteresis to stop the system oscillating between zero and maximum fin
angle demand. A switch mounted on the front panel of the Configuration
and Test Module can be used in the event of log failure to manially
select a ship speed of 14 or 40 knots.

The curve shown in Fig.4 is further modified by the Normal/Quiet
Mode signal fror. the MCP. In the Normal Mode the curve remains un-
changed, but along the vertical axis it is reduced by 50% when the
Quiet Mode is in operation. This is a useful feature for naval vessels
when it is necessary to reduce the accoustic noise of the ship passinq
through the sea.

The fin angle demand signal is individually sent to each ATU de-
pending upon its respective Fin Zero signal from the MCP. This signa_
is independently acted upon by both software and hardware from safetl
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considerations to hold the fin angle demand signal to zero if command-
ed by the MC".

The Forced Roll signal, either to Port or Starboard, from the MCP
overrides the control algorithm and sets the fin angle demand signal
to maximum (dependent upon the curve in Fig.4, the ship's speed and the
Normal/Quiet Mode signal).

The above text has briefly described the function of the CPU when
in the stabilising mode. The operating mode is selected by the eight
switches on the front panel of the Configuration and Test Module (see
Fig.5 for a close-up view of the CPU m"'dules).

Fiq.5 C.P.U. Electronic Modules

There are four operating modes; Stabilisation, Fin Test, Mainten-
ance and Fault Diagnostics. Switches numbered 1 and 2 select the mode
and those numbered 3 to 8 are used to select functions for the process-
or to perform during that mode of operation.

In the stabilisation mode, setting switches numbered 3 to 8 accesses
information within the CPU for presentation on the digital display.
This covers such things as individual fin angles, power supply voltages,
list angle, roll angle, helm angle, ship's speed etc. Again, while in
the maintenance mode, similar information is supplied but the fin angle
demand signals are held at zero.

In the fin test mode, various waveforms selected both in frequency
and shape are generated as fin angle demand signals for the purpose of
exercising the fins. All the fins would move in the same direction
thereby not inducing any rolling action on the ship if it were in motion.
The fin angle demand signals would still be influenced by the ship's
log as in Fig.4 but the signals are allowed to '. up to the maximum
fin angle for ships speeds of zero to ten knots where before they would
have been set to zero.

In the fault diagnostic mode, the microprocessor is used to per-
form a series of tests to isolate the fault condition down to a single
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assembly. Obviously, if the fault lies within the microprocessor ker-
nel, this may not allow the diagnostic programmes to run successfully.
The kernel is best described as the minimum number of components nec-
essary for the microprocessor to perform a simple task assuming that
all the power supply voltages required are correct.

In this system, two modules, the Processor and ROM modules, form
the microprocessor kernel. During normal operation, if a fault con-
dition occurs, the microprocessor will send fault code information to
the digital display, take corrective action by zeroing fin angle demand
signals as necessary and set one of two magnetic latching relays with-
in the Configuration and Test Module to signal the fault condition to
the MCP. If the fault lies within the kernel, the above sequence is
ensured due to checks made both in hardware and software on the ker-
nel area, the only difference being that the microprocessor may not be
able to send correct information to the digital display. Setting the
switches to the Fault Diagnostic mode will immediately indicate if the
kernel area is at fault. Then, by running through a sequence of tests
in conjunction with the technical manual fault flowcharts, the offend-
ing assembly or module can be isolated.

It has been mentioned that there are two fault relays within the
Configuration and Test Module. These are of the magnetic latching type
that retain information even in the event of power failure. Two red
light emitting diodes labelled 'FLl' and FL2' mounted on the front
panel of the Configuration and Test Module indicate the state of the
two relays. These relays are used to ensure that if the microprocessor
malfunctions in any way, one of these relays is set and forces the
microprocessor and the hardware into a known and safe state. Only by
using the reset switch on the Configuration and Test Module can the
latches be reset by the operator.

From Fig.5 it can be seen that the electronics is divided up into
seven modules.

1) Digital Input Module - Inputs sixteen 24V level digital signals
via opto-isolators. Only nine inputs are used for this system.

2) Digital Output Module - Outputs eight 24V level digital signals
via line drivers. Only three outputs are used for this system.

3) Analogue Input Module - Inputs sixteen analogue signals via in-
put buffering. All sixteen inputs are used for this system.

4) Analogue Output Module - Outputs eight analogue signals via out-
put buffering. Only four outputs are used for this system.

5) ROM Module - Contains space for up to 8K of programme using fuse
link PROMs. For this system the programme length is 3K approxi-
mately.

6) Processor Module - Contains the Texas 9900 microprocessor, crystal
clock, 3K RAM and support circuits. Other features are available
but are not used in this system.

7) Configuration and Test Module - Contains the following functions:
4-digit digital display, eight switches for mode and function
selection, Log Failure switch, Reset switch, Internal switches
for parameter selection, two fault latches, verification logic
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and microprocessor watchdog & monitor.

Although these modules have spare capability, careful partition-
ing and layout during design has catered for redundant circuitry to
be omitted from the printed wiring boards. This flexibility allows
the modules to be used in varying applications, and hence costs and
overheads are minimised by the larger production volume.

These seven modules are connected together to implement the block
diagram shown in Fig.6.

Although conventional microprocessor techniques and circuitry are
used in the modules, it is necessary to be aware of the implications
brought about by Reliability, Maintainability and Safety considera-
tions. This can be characterised into the following:-

Reliability - the design shall not cause directly or indirectly,
fault conditions to occur.

Maintainability - the design, if fault conditions occur, shall pro-
vide quick and easy detection and correction.

Safety - the design, when fault conditions occur, shall be failsafe.

LOGICL IGrA

DIGTAL. DIGITALDIITA

I/P /P OUTPUTS

DIGITAL DIITL .... /

INPLITS - IP- INHIBIT

ANALOGUE ANALOGUE AANALGUE ANALOGUE
INUS0/ /P OUTPUTS

Fig.6 C.P.U. Block Diagram
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This philosophy, once understood and practised, is easily imple-
mented into any new design. This aspect therefore, is examined in the
following text in relation to the block diagram shown in Fig.6.

The main problems are the detection of fault conditions and to
ensure that the design fails safe. The first problem splits into two
main areas:

a) Fault conditions within the microprocessor kernel that cause in-
correct programme operation or stoppage.

b) Fault conditions external to the microprocessor kernel that cause
the microprocessor to act on, or input or output incorrect infor-
mation.

If faults cause the first condition, the microprocessor cannot be
relied upon to implement the correct action and hence hardware is re-
quired. The software programme should obviously contain the usual ROM
sumchecks, RAM checkerboard pattern and power supply tolerance tests
as standard. The hardware required for this system is not too complex
to achieve as the microprocessor is interrupt-driven at a set frequen-
cy under software control. Therefore, all that is required is a watch-
dog monostable that is retriggered at a specific time interva: by the
software programme.

However, faults that cause the second condition are more complex
to cater for. Analogue inputs are checked by the software for plausi-
bility and the inclusion of analogue wraps, i.e. taking the analogue
outputs and returning them back to the analogue inputs, allows the
software to check what it thinks it is sending out to what it is actu-
ally sending out, but also confirms the majority of the analogue input/
output circuitry to and from the kernel. Fortunately, the digital out-
put circuitry in this system does not need verification for two rea-
sons:

a) Failure would not cause a hazard.

b) With built-in redundancy, failure can be deduced by other means.

Conversely, this is not the case with the digital inputs. All
the inputs from switches contained on the front panel or within the
Configuration and Test Module, are extremely important to the function
and safety of the system. Therefore, verification logic has been re-
quired to confirm exactly, under software control, the integrity of
these inputs. This proved to be very simple in terms of circuitry and
even allows checks to be made for correct function of each switch. Un-
fortunately, it does not check that the switches were set correctly by
the operator in the first place!

The analogue outputs (fin angle demand signals) are required to
be set to zero when fault conditions exist as this is the called-for
failsafe situation. To achieve this, the analogue outputs each have
direct hardwired relay shorting circuits, driven from three separate
hardware sources. One from the digital input circuitry, one from the
digital output circuitry and lastly, one from the watchdog circuitry.
Therefore, for any fault condition, the microprocessor should zero the
analogue outputs under software control but failing this, external
hardware backs up the microprocessor and software.
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The software programme is approximately 3X words long and has
been written on a modul'r concept totalling seventeen modules.

At 'Power On', the programme enters an initialisation routine
where RAM is checked first followed by a sumcheck on the ROM module.
Next, the power supply tolerances are verified and then the programme
sets the Frame Interrupt hardware into operation. Each frame interr-
upt is 9 m.Secs. long and there are ten frames to a complete programme
cycle. A frame contains a number of predefined modules essential to
the running of the system. Each group of modules within a frame is
organised such that the total execution time is less than the frame
interrupt time of 9 m.Secs. When the required modules within the frame
have been run, the programme returns to the Background routine where
RAM, ROM and power supplies are cyclically checked. At each frame
interrupt the Background routine is halted to execute the modules in
the new frame. On completion, the programme drops back to the Back-
ground routine to the point where it left when the frame interrupt
occurred. Upon completion of the last frame in a cycle, the software
retriggers the hardware Watchdog Monostable. If at any time this
Watchdog Monostable times out, then a separate hardware interrupt is
generated of higher priority than a frame interrupt which forces the
microprocessor into a known state. The system can then only be re-
initialised by the reset switch on the Configuration and Test Module.

The cycle time for ten frames and therefore the computation rate
for fresh fin angle demand information, is 90 m.Secs.

The programme instigates a number of tests during each cycle to
verify correct operation of the system and these are listed below al-
though several of them have already been mentioned.

a) RAM checkerboard

b) ROM sumcheck

c) Power supply tolerance

d) Roll implausibility

e) Speed implausibility

f) Helm implausibility

g) Tracking failure between fin

angle demand and actual fin angle

h) Analogue wrap error

i) Programme Time error

j) Digital input error

k) Digital output parity error

m) Analogue to Digital end
of conversion error.

Constructionally, the CPU follows standard practice for marine
equipment. A fully sealed steel enclosure with rear bulkhead mounting
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frame houses the electronic equipment. At the top of the enclosure a
rack system holds the seven electronic modules. These are based on
the Eurocard system, i.e. a 160 mm by 100 mm printed wiring board size.
Each printed wiring board has an indirect connector at the rear to
make the necessary connections to the backplane and is supported by
its own aluminium frame and front panel to ensure it passes the shock
and vibration requirements. Bel w the rack, an interior door holds
all of the necessary fuses for the system. Behind t(e door are mount-
ed two power supplies, one +24V and the other +5V & -15V, along with
the list sensor unit. At the bottom of the enclosure all the inter-
connections to and from the CPU are made via circular bayonet-lock
connectors.

ACCELERATION SENSOR UNIT (ASU)

This unit is very straightforward when compared to the CPU. It
has only two major parts, one being the angular accelerometer mentioned
previously (see Fig.7). The accelerometer employs a self-supported,
liquid inertia mass as the sensing medium. The liquid is captured in
an annular tube, blocked by a servo controlled force transducer, which
produces a DC output signal proportional to the angular acceleration.
The liquid is, in turn, torque-restored by the transducer.

Fig.7 Exterior and Interior View of the A.S.U.

The other major part consists of a simple printed wiring board
containing signal conditioning and buffering cir 5 uitry, the output of
which is 20V for an acceleration of 1 radian/sec 

.

A similar form of construction to that of the CPU is used and the
only design problem was to ensure that the accelerometer was rigidly
mounted to the bulkhead and thus did not pick up any extraneous accel-
erations.

ANGLE TRANSMITTER UNIT (ATU)

The ATU is sited close to the fin shaft so that the mechanical
coupling necessary for the internal transducer is accomplished. The
transducer, a high reliability resistive potentiometer measures the
actual fin angle and this is compared with the CPU-derived fin angle
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demand, to produce an error signal. This error signal is then buffer-
ed before driving the external servo valve controlling the hydraulics.
If variable delivery pumps are used, an inner servo loop can be accomm-
odated to control the operation of the pump.

Fig.8 Exterior View of the A.T.U.

The housing for the ATU utilises an aluminium casting already used
for this application on Muirhead's existing FSCS. The interior has
been changed to accommodate the potentiometer and the single printed
circuit wiring board.

An extra connector is provided (top right-hand Fig.8) so that a test
box can be connected to either monitor the performance, or to allow
the fin/hydraulic system to be exercised without powering up, or
connections being made to, the CPU.

SUMMARY

The paper has described the design of a microprocessor based fin
stabiliser control system which has taken one year to complete from
conception to a finished prototype. This has been achieved by compli-
ance to an initial specification defining a simple and proven concept.
Only the means of implementation has been changed from an analogue to
digital basis. Most of the aspects dealt with have had to be brief as
many would warrant a complete paper in themselves, but it is hoped
that the reader has gained an insight into some of the complex problems
that confront today's system designer.

Having established a sound foundation, future development work can
concentrate on implementing more advanced control functions which now
have become feasible with the advent of the microprocessor.
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OPTIMAL AND SIBOPTIMAL FEEDFORWARD

IN AlTOMATIC TRACKKEEPING SYSTEMS

by Johan K. Zuidweg
Royal Netherlands Naval College

Den Helder, the Netherlands

ABSTRACT

The subject of this paper is the application of optimal control theory to the
automatic guidance of a ship, moving at an approximately constant speed, along a
pre-specified track.

If the ship is modelled as a linear system, if the stochastic disturbances are
supposed to be gaussian, and if the risk to be minimized is the expectation of the
sum of a sequence of quadratic loss functions, then the solution to the problem is
known to be a linear controller. The control signal consists of a linear function
of the (estimated) state plus a linear combination of present and future determinis-
tic disturbances. (Stochastic disturbances are waves, wind gusts and obervation er-
rors: deterministic disturbances are current, mean wind, and curvature of the pre-

specified track.)
The resulting control system can be decomposed into two subsystems. One subsys-

tem handles the deterministic disturbances. It is basically an open-loop system with

an anticipating feedforward. In the other subsystem, which has to cope with the
stochastic disturbances, feedback is essential.

The two subsystems are (ideally) non-interacting. This implies that they can
he designed and evaluated separately. It is shown how this leads to increased design

flexibility that can be used either to improve system performance or to simplify the
system.

Results of computer simulations are presented and discussed.

I. THE GUIDANCE PROBLEM AS A LINEAR STOCHASTIC GAUSSIAN OPTIMAL REGULATOR PROBLEM
WITH QUADRATIC LOSS AND QUADRATIC CONSTRAINTS

An automatic system for the guidance of a ship, proceeding at an approximately
constant speed, along a pre-specified track can be based on the solution of the con-
trol problem as specified by the following points (ref. 1):

I, The ship is modelled as a linear sampled-data system, characterized by an equa-
tion of the form

L(k + 1) = D (k) + Ao(k) + d(k) + wl(k) (1.)

where & is the state, P is the state transition matrix, p is the control variable,
A is the control input matrix. d + wj is the vector of disturbances, where wl is

the zero-mean gaussian stationary stochastic part (waves, wind gusts) and d is
the deterministic mean part (mean wind, path curvature). See the appendix for a
further description of this model.

2. At each sampling instant k, a vector of observations n is obtained as described
by

n(k) M 1(k) + w2 (k) j.2)
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where Ml is the observation matrix and W-2 is the vector of random (zero-mean,
gaussian, stationary) observational errors.

3. The non-negative definite matrix Q, and the non-negative scalar Q2 are given,
which define the loss functions

L(k) LT (k 21 (k) + Q2 )
2
(k - 1) (1.3)

The a priori expectation of the sum of their values is called the rizSk W:

n
W = E E L(k) (1.4)

4. A sequence of appropriate functions

o(k) -PIf(-m), r(-m + ) n) p(-in), P1-in + 1)..P(k- ) (.)

must be found so as to minimize W,
The solution to this problem can be summarized as follows (figure 0):

process observation- -+

Figure 1 . Structure of Basic Control System.

1. The controller consists of two distinct subsystems, the estimato)r and the control-
ler proper.

2. The estimator has to find M((k), which is the expectation of i(k) given the in-
formation available at sampling instant k. Its operation (Kalman filter) is des-
cribed by

(k+ Ilk) 0 5 (k~k) + A(k) *d(k) (1.6a)
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U(k + lk + I) --(k + Ik) + K(k 1 I , I(k * I) - : (k I lk)) (I b)

where K(k), k = ..... n - I is a sequence of matrices for which a recurrent
set of equaions is available. In most cases, for increasing values of k, the se-
quence converges:

Ktk) - K (1.7)

3. The controller proper has to find -,(k), given klk) and the prsent and future
deterministic disturbances d(k), 6(k + 1) , d(n - I). The following result

was obtained

(k)= - C (k) jkk) + cd(k) (1.8a)

where

Cd (k) C d 1k,k) d(k) + Cd(k, k + I) d(k + I) + .... + Cd(k, n - I) d(n - I)

(I.Sb)

Sets of recurrent relations to be used for the computation of C-1k) and Cd(k,l)
(k = -m, -m + I .... n - I; 9,= k, k + I .... n - 1) are available. In most
cases, for decreasing values of k, the following convergency properties hold

C1k) - C, (I.9a)

Sd(k,) - Cd(Z - k) (I.9b)

Therefore, if k is sufficiently far from n, we can rewrite (1.8):

o(k)=C- C, (kk) + cd(k) (I.lGa)

cd(k) = d(0) d(k) + Cd(I) d(k + I) + .... (I.10b)

The actual problem is not to minimize W for fixed values of Q} and Q2, but
rather to minimize E{y

2
(k))-under the constraints

E 6
2
1k) 9 21(.1Ila)

max

E p2(k) 402m x  (LIIb)

where y and 6 are state variables (see appendix). This problem is solved by way of a
repeated minimization of
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E Z (y2(k) + Q, 6
2
(k) + Q2 p(k - I))

while Q, and Q2 are varied (Lagrange multipliers), thus converting the problem to an
optimization in (Q1, Q2 )-space.

2. DECOMPOSITION OF THE CONTROL SYSTEM INTO A DETERMINISTIC FEEDFORWARD AND A
STOCHASTIC FEEDBACK SYSTEM

Figure I shows that the track-keeping system has three inputs d, w1 and W2,
where d is deterministic whereas wl and W 2 are zero-mean random processes. As the
system is linear, the state C can be thought of as a superposition of a determinis-
tic component S', which is the response to d, and a zero-mean random component L",
which is the response to w1 and w2, Decomposing all variables similarly, we have:

C(k) - C'(k) + L"(k)

C(kjk) - C'(k) + C"(klk)

L(k + Ilk) - &'(k + 1) + 5"(k + Ilk) (2.1)

2 (k) - 9'(k) + 2"(k)

o(k) - P'(k) + o"(k)

Equation (1.) can now be decomposed as

C'(k + I) = D C'(k) + Ap'(k) + d(k) (2.2)

4"(k + I) - t "(k) + A c"(k) * wI(k) (2.3)

For the controller we have

o'(k) - -CC 1'(k) + cd(k)

- -C L'(k) + Cd(O) d(k) + Cd(1) d(k + ) ...... (2.4)

o"(k) = -CC L"(klk) (2.5)

Since there is no need for estimation of the deterministic part of the state, the es-
timator has only to estimate the random part. The equations are

C"(k + Ilk) - b C"(klk) + & p"(k) (2.6a)

C"(k + Ilk + I) = C"(k + Ilk) + K{n(k + I) - M C'(k + I) - M E"(k + Ilk)) (2.6b)

We remark that (2.4) could be written

(k). ..... B(-I) d(k - I) + B(O) d(k) + B(I) d(k + 1) + ..... (2.8)
Gl 1-4
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because '(k) is a function of ....., d(k - I), d(k), d(k + I), .... This implies
that, although (2.4) is in a form which suggests feedback control, the deterministic
part of the system is basically an open loop system. Only thc stochastic part of the
system is a veritable feedback system.

The decomposition that we have introduced here is illustrated in figure 2.

Figure 2. Structure of Decomposed Control System.

The sequence ,'(k), k =. .... 1 -I, 0, ...... of the feedforwurd system defines
the track that the ship would follow if the stochastic disturbances were absent. If
'(k) - 0 for each k, this means that the ship's track would coincide with the pre-
pecified desired track. This is only possible if the latter is "feasible", i.e. it

does not require rudder motions in excess of the constraints that must be put on rud-
der angle and rudder angular velocity. In other cases the sequence '(k) defines a

correction to the pre-specified path so as to replace it by a feasible or at least
a more preferable one.

It is not realistic to assume that the behaviour of the ship is known exacti,
This means that we have to cope with the complication of an eepiation error e(k) in
(2.2):

(k + I) - l'(k) + 2p'(k) + d(k) * e(k) (2.9)

Since the sum of (2.2) and (2.3) must be satisfied, the same equation error enters
the other subsystem, where it plays the role of an additional disturbance:

"(k + 1) = It"tk) + Ao"(k) * wI(k) - e(k) (2.10)

The feedback will try to reduce its influence.
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3. TiiE SYSTEM DECOMPOSITION APPLIED

The problem formulation of section 1, where the rms of y is minimized under
congtraints on the rms of .1 and c is attractive from a mathematical point of view.

It is questionable, however, if the optimal system in the sense of section I is al-
ways the best system from the practical point of view.

We shall not try to answer the unanswerable question what really the "best"
rrackkeeping system is. Nevertheless we do remark that sometimes

maxly(k) !, mamh'(k)' and max't(k)
k k k

are more important than the corresponding rms values and that therefore these maxi-
ma could be involved in the (sub-)optimization.

The decomposition as introduced in section 2 yields

E y
2
(k) = 'y'(k) + E(""(k)}

2 
for each k (3.1)

It is reasonable to suppose that the second term will not vary too much with respect
to k. Whether or not the first term will vary much depends on the shape of the pre-
specified track. An extreme case is that of a track consisting of two straight lines
meeting at an angle: in that case max E y

2
('j may be very large relative to the mean

with respect to k of E y2(k), while similar observations can be made concerning
and n.

From (3.1), considering the second term constant with respect to k, we may con-
clude

max E y' = max 'y'(k)1
2 
+ Ely"(k)} 13.2)

while similar equations can be written for ' and r.
The feedback control matrix C, occurs in (2.4) as well as in (2.5). By decompo-

sing the control system into two separate systems, however, the controller design
problem is also decomposed into two separate design problems. This makes it possible

to use two different matrices, C'- and C",, in the two controllers:

r'(k) -C' W k) + c d(k)

- 'k) Cd(O) d(k) + Cd 
1
) d(k s 1) + .... (3.3)

(k) =-C", ,"(kk) (3.4)

Now C', can be chosen to (sub-)optimize

max :y'(k))
2 

under constraints on max M (k)l, and max W(k)1'
k k k

while C"s can optimize

Eiy"(k),- under constraints on F '"(k)7 and E.-"(k)2

Both optimizations can be based on section I.
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An even greater freedom results if we drop the linearity of the controller. It
is easy to verify that the system decomposition remainp possible if

,-(k) = f'1{r'(k), d(k), d(k + I) ..... I (3.5a)

or.. = f': .... d(k - 1), d(k), d(k + I) (3.5b)

."(k) = f" $-"(k ) (3.6)

where f',, V: and f" are arbitrary functions, not necessarily linear.
The possibility of non-linear control is interesting particularly for the deter-

ministic subsystem. This is illustrated by figures 3 and 4, where the pre-specified
track consists of two straight lines meeting at an angle. These figures show simple
sub-optimal solutions to the problem of minimizing maximal track distance under con-
straints on maximal rudder angle and rudder angular velocity.

4. NUMERICAL RESULTS

In this section we present some numerical results pertinent to the following
case (also considered in ref. 1). The ship is one of the Todd Sixty Series with
block-coefficient 0.70 (freighter), with a length between the perpendiculars of 160.0
meters, at an average speed of 7.81 m/sec. It has in (A.2):

K = 0.0536 sec-'; T , 56.5 sec

A sampled-data description of this model was used, with the sampling period fixed at
5.65 sec.

a. Pre-Specified Track Angled

Figure 5 refers to the case where the pre-specified track consists of two

straight lines meeting at an angle AT.
Curve I applies to the deterministic subsystem. It shows max y'(k)! as a func-

tion of AlM under the contraints

15'(k)l 0.1 rad for each k

c'(k)] 4 0.059 rad/sec for each k

The numbers along the curve are the values of log Q', (it was found that Q'l must be
- 0 and is practically unimportant).

Curve II applies to the stochastic subsystem. For the sake of comparability the
stochastic inputs jointly are "translated" into an equivalcnt stationary, white,
gaussian noise on 2?. The curve shows the rms of y" as a function of the rms of this
noise input If". The constraints are

rms S" z 0.1 cad

rms o" s 0.059 rad/sec
G1 1-7
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Figures 3
a and b. Sub-optfia Path I

Igures 4a and b. Sub-optimal Path TT.
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Figure 5. Pre-Specified Track Consisting of Two Straight Lines Meeting
at an Angle: msax y and s y as Functions of 6W' and rag 61F,
Respectively.
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The numbers along the curve are the values of log Q"2 (while Q"! - 0).
In order to demonstrate the use of separately designed deterministic and stoch-

astic parts of the controller, let us suppose that t. = 0.66 radians while the stoch-
astic inputs are equivalent to a S?-noise with an rms of 0.0033 radians. From curve
I we conclude that for the deterministic part we must have Q2 i |09 and that this re-
sults in a maximal track distance of 80 meters. Curve II shows that, under the same
constraints on 6 and L and with the same Q2, the system can handle an equivalent
noise with an rms of 0.055 radians, resulting in an rms track distance of approxi-
mately 100 meters. This means that an equivalent noise with an rms of 0.0033 radians
results in an rms track distance of about 6.6 meters (point PI). If we choose
Q"2 = 104, however, then curve 11 shows that the rms of the stochastic part of the
track distance can be reduced by a factor of 9 (point P 2). With this smaller value
of Q2, the stochastic feedback control-subsystem will be "tighter", with a higher
loop gain.

b. Pre-Specified Track of Irregular Shape

In the next case to he considered the pre-specified track has an irregular shape
such that the quantity A' in (A.6) can be considered a stationary gaussian pseudo-
noise. The prefix "pseudo" is used here because the controller is supposed to "know"
the shape of the track in advance and to anticipate A4. Two kinds of pseudo-noise
are considered: white and coloured, where for the latter we have

Efy(k) y(k + ;)I = 0.95' E y2(k)
for each k and each ) > 0

The stochastic disturbances are dealt with in the same manner as in scbsection
a. The constraints on 5 and c are also the same as in subsection a.

Results are shown in figure 6: curve I = white pseudo-noise, curve II = noise
representing stochastic disturbances (the same curve as II in figure 5), curve III=
coloured pseudo-noise. The numbers along the curves are log Q-.

c. Influence of Optimization Horizon

Theoretically, the deterministic part of the controller has to take into account
all future deterministic disturbances, where the "future" may extend as far as t -.
The influence of disturbances in a remote future, however, is found to be small.
Therefore we tried to find out how suboptimal the deterministic part of the control-
ler is if it cannot look ahead beyond a limited number of sampling periods n. The re-
sults are given in figures 7 and 9.

Figure 7 refers to a pre-specified track consisting two straight lines meeting
at an angle Ti. It shows max y(k) as a function of A' with n as a parameter. The con-
straints are the same as in subsection a. Figure 8 shows the time res,'onses.

Figure 9 refers to an irregularly shaped pre-specified track, whe.'e A, is con-
sidered a stationary white gaussian pseudo-noise, and where the constra>-'s are the
same as above. The rms of y is shown as a function of the rms of -, with n as a pa-
rameter.

The results of this subsection lead to the general conclusion that as the mag-
nitude of the deterministic disturbances is larger, the controller must anticipate
them over a longer period of time.

d. Non-Linear Feedforward

In this subsection, linear and non-linear feedforward are compared. Once again,
the pre-specified track consists of two straight lines meeting at an angle, and the
problem is to minimize maximal track distance under the known constraints of maximal
rudder angle and maximal rudder angular velocity.

More specifically, the sub-optimal track depicted in figures 3a and b, which can
be realized by means of non-linear feedforward, is compared with the optimal tracks
of section a, which results from optimal linear feedforward as specified in section 1.
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Figure 7. Optimization over n Sampling Periods: Pre-Svecified Track Con-
sisting of Two Straight Lines Meeting at an Angle.
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Figure 8. Optimization over ni Sampling Intervals- Time Responses Near
Angle (a~t k 0)
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The results are given in figure 10.

200

too

20

0.2 0.5

-- '4 radians

Figure 10. Non-linear vs. Linear Feedforward.

CONCLI'DING REMARKS

In this paper the problem was considered of guiding a ship automatically along
a pre-specified track. It was shown that the control system can be decomposed into
two subsystems which can be designed separately. Numerical examples indicated that
the greater design flexibility resulting from this decomposition can be used to im-

prove the performance of the system.
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The problem of automatic track-keeping with a finite optimization horizon was

also considered in ref. (2). In ref. (3) algorithms are discussed which could be
useful for the computation of (sub-)optimal non-linear feedforward.

In the examples the controllers were supposed to be pre-designed, i.e. the pa-
rameters were supposed to be fixed. There are no reasons, however, why such control-

lers could not be "self-tuning", "Yodel-following" or adaptive in any other sense.
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APPENDIX - MATHEMATICAL MODELLING OF THE GUIDED SNIP

a. Guidance Along a Straight Track: a Continuous-Data Model

For guidance at an approximately constant spaed along a straight track we use

the following model:

[6(t)] [0 A 0 0ir6(t)] '

d r(t) A2 1 A22 0 r(t) D[ 022 IYd(t)
d=ytt(t) I i 0 0 Y(t) I + 0(t) a IL Nd(t)J

- y(t)] [0 0 U Oi yMt) [0 [0 0

(A. 1)

where (see figure A.l):

p(t) - rudder angular velocity

6(t) - rudder angle
r(r) - angular rate of yaw
T(t) - heading
y(t) - position relative to desired track (x-axis)

U - forward speed
Yd(t) - disturbing force

Nd(t) - disturbing moment

The model presented here is essentially the well-known first order Nomoto model, as

usually characterized by the transfer function

r(s) K (A.2)

6(s-) sT + I

Comparing (A.I) and (A.2) we find

A21
K- - 2 and T - 2 (A.3)
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yS

desired track

Figure A.2. Definition of Symbols.

b. Sampled-Data Form.

Let o(t), 5(t) ... etc. be sampled synchronously, with a constant sampling
period T 0* Suppose that the inputs P(t), Yd(t) and Nd(t) "enter" the system through
a zero-order hold-circuit. Then (A.1) can be replaced by

6(k(k) 1
r1+ (k) Y dwk 0(0 (A.4)

[P(k+?) - (k) [Yd W)

y(k.J) y(k)

where

A2 1 A2 2 0 0
$*CX 0 1 0 T ,etc. (A.5)

0 0 0 0J



c. Guidance Along a Curved Track.

A curved desired track is modelled by a piecewise straight track, where the
ship passes the angles at the sampling instants. Figure A.2 illustrates that the
following term has to be added to the righthand side of (A.4):

H . (k+ () (A.6)

0

T(k-l)

Figure A.2. Situation at Sampling Instant k+I.
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SURFACE SHIP PATH CONTROL
USING MULTIVARIABLE INTEGRAL CONTROL

by Hua Tu Cuong*
and Michael G. Parsons

Department of Naval Architecture and Marine Engineering
The University of Michigan

ABSTRACT

The surface ship path control problem is formulated as a multi-
variable, linear state variable control problem subjected to measure-
ment noise and non-zero mean disturbances. A multivariable generali-
zation of integral control is presented and then specialized to the
surface ship path control problem. The controller provides zero
steady-state error to a constant commanded set point. It is insensi-
tive to errors in the knowledge of the system characteristics. The
controller has a nonzero steady-state error to a ramp commanded set
point (nonzero heading straight path). This error is established an-
alytically which allows its calculation in advance. The effect of the
error can, therefore, be eliminated by simply shifting the time at
which turns are initiated. The performance of the controller in
straight steaming, passing maneuvers, and turns is illustrated by di-
gital simulations. The multivariable integral controller shows prom-
ise as an effective and practical surface ship path control concept.

INTRODUCTION

The problem of controlling surface ships along prescribed paths
in restricted waters is important from operational, safety, and envi-
ronmental viewpoints. In the Great Lakes system, for example, the
difficulty associated with the safe movement of large bulk carriers
through restricted waters such as the St. Marys River below the Soo
Locks is a controlling factor in the evolution of larger, more econom-
ical vessels. The use of ships larger than the present 305 m (1000
ft) vessels may well be limited by a lack of maneuvering safety and/or
excessive dredging costs. Since these larger bulk carriers would he a
small, dedicated fleet, it might be practical for them to use onboard,
microcomputer based automatic path controllers in the most restricted
channels such as the St. Marys River. Precise, reliable, automated
control might exceed the expected day-to-day performance of human op-
erators and thus permit the use of larger, more economical vessels in
more restricted channels with resulting reduced dredging costs and/or
increased safety. These reduced system costs could more than offset
the automatic control system costs.

In this paper, we investigate the feasibility and effectiveness
of using a multivariable integral control law for the path control of
a surface ship in restricted waters. This type of control would be a
potential candidate for use onboard Great Lakes bulk carriers. These

*currently Marine Division, Westinghouse Electric Corp., Sunnyvale, CA
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ships are subjected to short-term, essentially zero-mean disturbances
due to passing ships, current and wind variations, waves, and bank and
bottom changes. They are also subject to more lonq-term, non zero-
mean disturbances due to current, wind, second-order wave forces, and
banks. The dynamic characteristics of the ships also change signifi-
cantly depending on depth-under-keel, draft, trim, and speed. Maneu-
vering situations can place severe demands on the helmsmen and occur
often in the Great Lakes system due to the high percentage of the voy-
age time spent in restricted waters.

In previous work, we have investigated the feasibility and effec-
tiveness of various control schemes for the path control of surface
ships in restricted water,. Our earliest work(l) investigated the use
of nonadaptive, optimal stochastic controllers for this purpose.
These control systems consisted of a steady-state Kalman filter and a
steady-state optimal state feedback controller. In that work, the
yawing moment and lateral force disturbances acting on the ship were
modeled using first-order shaping filters. These controllers were
shown to provide effective control when a ship is subjected to short-
term, essentially zero-mean disturbances. They could not, however,
accommodate more long-term disturbances without a mean offset from the
derived path. Our later work(2),(3) modeled the yawinq moment and la-
teral force disturbances using a brownian motion approach. The Kal-
man filter can then effectively estimate both the essentially constant
and the stochastic disturbances which are acting on the ship at any
time. The controller using the brownian motion disturbance model was
shown to be very effective provided the ship hydrodynamic characteris-
tics were well known.

Since the dynamic characteristics of a ship will generally not be
well known in restricted waters, our more recent work(2),(3),(4) con-
sidered the use of a gain update loop consisting of an on-line para-
meter estimator and a second function which recalculates the Kalman
filter and controller gains using the latest estimates of the ship
characteristics. A minimum variance parameter estimation scheme was
utilized. This approach has shown some promise but has also shown the
design concept to include seriously conflicting requirements. Por the
parameter estimator to be fully effective it is necessary to cause the
ship to move dynamically about its desired path so that its rudder
command and resulting motion histories can be used to estimate the hy-
drodynamic characteristics. This motion is, however, in direct con-
flict with the objective of precise path control. Compromise is
therefore needed between the accuracy of the parameter estimates and
the effectiveness of keeping the vessel on the desireO track.

A preferred approach for surface ship path control in restricted
waters would be a scheme which would be effective with known ship
characteristics but also robust or insensitive to changes in the ship
characteristics from those upon which the design was based. The mul-
tivariable integral control approach studied here has these desired
characteristics. Holley and Bryson() recently completed a survey and
evaluation of multivariable control techniques applicable to the auto-
matic loading approach control of aircraft. This work has served as
the starting point for our current work. Holley and Bryson concluded
that a multivariable generalization of integral control provided ef-
fective control which allowed the zeroing of steady offsets due to es-
sentially constant disturhances. Further, the resulting systems were
insensitive to model (dynamic characteristics) errors as are present
in the ship path control problem due to water depth, bank and speed
changes if a nonadaptive controller is to be used. This approach may
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sacrifice some performance compared with the optimal stochastic con-
troller using brownian motion disturbance models when the ship hydro-
dynamic characteristics are correctly known.

This paper is presented in three principal parts. First, the
surface ship path control problem is formulated as a linear multivari-
able control problem. Second, the multivariable inteqral controller is
derived and then applied to the ship path control problem. The
steady-state error for this controller to a ramp commanded set point
is derived. Third, a multivariable integral path controller is de-
signed for the tanker Tokyo maru and its performance is evaluated us-
ing digital simulation.

PROBLEM FORMULATION

Equations of Motion

The development of the linearized, state-variable equations of
motion for a surface ship moving in the horizontal plane presented
here is based on the formulation by Fujino(6) and is presented in more
detail in our earler work.(0) The coordinate system for the problem
is shown in Fig. 1. The 0-&n system is fixed in space with the de-
sired ship path predominantly along the &-axis so that the prescribed
lateral offset nd could be programmed as a function of I. This ap-
proach is typical of many maneuvering situations where the ship is to
follow a series of straight paths or leading line segments along a
general direction. The G-xy system is fixed at the center of gravity
of the ship. The positive sense of the drift angle 6, heading angle
*, yaw rate r, and rudder angle 6 are shown. Neglecting the effects
of pitch and roll, the ship motion can be described by coordinates x,
y, and ,.

desired xX,u
path u = dx/dt

GU v = dy/dtd -- U =(u2+v )112

ndRX r = d /dt
v = -UsinB=U8

/ y,Y,v

0

channel
centerline

Figure 1. Coordinate System for Path Control

The exact equations of motion of the ship are integro-differen-

tial equations in which convolution integrals represent the memory ef-
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fects of the fluid to previous motion.(7) An alternative formulation
yields differential equations with frequency dependent coefficients.
Fujino(8) has shown that for the maneuvers of interest here the fre-
quency dependence is negligible and constant-coefficient differential
equations can be utilized. This assumption becomes less and less
valid as the water depth to ship draft ratio H/T + 1 . When the equa-

tions of motion are linearized about the nominal path, the equation in
the x-coordinate decouples so that the ship motion can be expressed in
terms of S, r, and n. The nondimensionalized equations of motion then
become,

d[1131T i r ' i

,-= YO, + (-m'+Yr')r' + Yt,f + Y6,6' + Ynn' + Y [21

(Izz+Jz) dr =NF,' + Nr'r' + N-, ' + N6,6' + N,n' + N' , [31

dn' =14]

dt' 1 ( - 6') [51

We have included a first-order model for the steering qear dynamics in
order to introduce a realistic rudder time response. An external sway
force Y and an external yawing moment N are included to account for
disturbances which act on the ship. The terms involving Y, and N,,
account for bank forces and moments, respectively, when the ship is
off the channel centerline. The control is the commanded rudder angle
6
c'. The unit of nondimensional time t' is the time it takes the ship

to travel one ship length.

Equations [11 through 151 can be transformed into state-variable
form; i.e.,

~' 0 1 0 0 0 ~ ' 0 0 0

r' 0 f2 2 f 2 3 f 2 4 f 2 5  r' 0 Y21 Y22

d L .
- 0 f 3 2 f 3 3 f 3 4 f 3 9 S' + 0 6' + Y31 Y32

1' 0 -I 0 0 ' 0 0 0

0 0 0 0 -/T 6'. i/T 0 016

or,

x = Fx + Gu - rw [7]

The coefficients of the open loop dynamics matrix fij and the distur-
bance distribution matrix yij are alqehraic combinations of the sta-
bility derivatives and mass and inertia terms in eq. [21 and [3].
Coefficients f2 4 and f3 4 are zero when the ship is not in a channel.

The multivariable integral controller of interest here can handle dis-
turbances with a nonzero mean. We will therefore model the distur-
bances as the sum of two components; i.e., an unknown but constant
part ws and an additive white noise disturbance w'. Equation [7] then
becomes,
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= Fx + Gu + rWs +w' 181

The problem thus has five states, one control, and four disturbance
components. The output of the system, eq. [81, is given by,

= Tx , 19]

where T is the output selection matrix. We take the lateral offset
as the output so y is just a scalar and T becomes the row vector,

T = [0, 0, 0, 1, 01 . [10]

For a particular example, we will utilize the data obtained by
Fujino(6),(9) for a model of the 290m (951 ft) tanker mokuo waru.
Fujino conducted planar motion mechanism (PMM) and oblique tow tests
of the model at various water depth-to-draft ratios H/T and channel
width ratios W/B. Selected characteristics for this vessel are
shown in Table 1. The coefficients fl1 and nij obtained for the
Tokyo Maru at 12 knots full-scale at H7T values of 1.30, 1.89, 2.50,
and - without a channel and at H/T=1.89 in a W/B = 3.0 channel are
given in Table 2. As shown by Fujino(6) this vessel is course
unstable for the intermediate depth-to-draft ratios from about 3.0
down to 1.75 as is typical of many large vessels.

Fujino's
characteristic model prototype

linear scale ratio, X 145.0 -

length between perpendiculars, m 2.000 290

breadth, m .3276 47.5

draft, m .1103 16.0

displacement 58.4 kq 179,100 LT

block coefficient 0.8054 0.8054

rudder area 3,390.0 mm
2  

71.29 M2

propeller diameter 53.8 mm 7.80 m

P/D 0.740 0.740

expanded area ratio 0.619 0.619

number of blades 5 5

Table 1. Characteristics of Tokyo Maru Model and Prototype.
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W/B -, no channel 3.0

H/T 1.30 1.89 2.50 - 1.89

f22  -1.6508 -1.7657 -1.8177 -1.9515 -2.0779

f23  9.3157 5.7359 4.6112 3.1591 5.7080

f24 -1.2247

f25  -0.55543 -0.88074 -1.0416 -1.0410 -0.83603

Y21 346.69 477.68 536.00 567.13 415.75

Y22 4.8040 -5.0043 -5.8625 2.3365 -2.2292

f32 0.02974 0.17199 0.23621 0.31507 0.00741

f33  -1.0388 -0.52766 -0.54560 -0.63651 -0.43325

f34  -0.51892

f3 5  -0.09995 -0.15607 -0.16639 -0.16163 -0.16597

Y31 11.825 21.141 21.942 16.844 30.540

Y32 -19.216 -28.233 -31.490 -37.384 -26.973

key: B = beam
ky45 T = draft

Table 2. Coefficients of Tokyo ,aru versus Ii/T and W/B at Fn=0.116
(12 knots full-scale)

Measurement Selection

All of the states in the ship path control problem as formulated
in eq. [81 are available for measurement. The heading *' can be ob-
tained from a compass; the yaw rate r' can be obtained from a rate gy-
ro; the drift angle 8' = 7v' can be obtained from a doppler sonar; the
rudder anqle 61 can he obtained from the rudder stock or less accur-
ately from the steering gear rams. The lateral offset n' must be ob-
tained using navigation aids such as DECCA Hi-Fix or radar. In the
presence of measurement "noise" and with the measurement of only se-
lected states, the complete state vector can be estimated using a Eal-
man filter provided all of the states are observable with the chosen
measurements.

The authors have previously shown(1) that the ship path control
problem is observable with the lateral offset n'. Additional measure-
ments improve the ability of a Kalman filter to estimate all the states
and thus improve the effectiveness of an optimal state feedback con-
troller. The drift angle 8 measurement was shown to add little to
the effectiveness of a ship path controller which already measures

GI 2-6



n, r', and *'. With the steering gear model used here, there is lit-
tle need to measure the rudder angle since the state is known exactly
given any initial condition 61(to) and the subsequent rudder command
history P(t), t ) to. For the controller design, it is therefore
reasonable to assume a measurement vector consisting of measurements
of ', r', and n' each contaminated by Gaussian, white noise; i.e.,

0 v2 1 0 x I -2 HX + f ill

0 0 1 v3

The white noise power spectral density needed in our continuous
system design approach can be estimated by assuming the noise to be ex-
ponentially correlated with an RMS noise level a and a correlation
time T-. The Tj should be much faster than the ?ime constants of the
ship and less than the system sampling time for the model to be valid.
The power spectral density can then be estimated by,

rjj z 2(aj)
2
Tj [12]

To evaluate the control system effectiveness in this study, we use di-
gital simulation with a fixed-stepsize Euler integration scheme. In
these simulations, the covariance of the computer generated random
measurement noise must be selected to be consistent with the design
noise power spectral density. To provide equivalent state estimate
error covariances, it is necessary that the simulation measurement
noise variance be given by,

rjj [13]
at

where At is the integration stepsize.(I),(10)

The reference measurement noise levels used in this work are
shown in Table 3. We assume exact knowledge of the rudder angle.

Astrom and Kallstr6m(II) note that all sensors have dynamics with time
constants less than 1 sec. and that the measurement errors are about
0.1 in 0 and 0.020/s in r. Millers(12) uses RMS errors of 0.20 in *,
0.010/s in r and 10 m. in n. Canner(13) states that DECCA Hi-Pix
crosstrack errors are as low as 1 m. when the baseline is along the

desired path as is done at the entrance to Europoort. Astr6m and
KallstromC11) and Bystrom and Kallstram(14) have found errors in r of
less than 0.0020/s in systems identification of full-scale experi-
ments. In view of this data, the reference levels in Table 3 were as-
sumed. The values for rjj and oV' are nondimensional.
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RMS noise correla- white noise simulation
measure- level tion time power spectral noise vari-
ment source oj Tj density rji ance 0j

compass 0.i
°  

O.ls l.298,I1
- 8  

1.611×10-
3

r. rate gyro 0.0010/s 0.1s 2.860.10
- 7  

7.563.10-

1' DECCA Hi-tix 3m O.ls 4.559-10
- 7  

9.549xio
- 3

Table 3. Reference Measurement Noise Characteristics

Design Process Disturbances

While operating in restricted waters, a ship can be subjected to a
wide range of disturbances. Many of these can be characterized as be-
ing short-term relative to the time constants of the ship and as having
essentially a zero mean value. Pirst-order wave forces, wind gusts,
and passing ships can be included in this category. Other disturbances
remain long enough relative to the time constants of the ship that they
must be considered to have nonzero mean value. Second-order wave for-
ces and the effect of a lateral current, bank, or steady wind are in-
cluded in this category. For the purposes of this study, we utilize
two typical or design process disturbances in digital simulations to
evaluate the performance of the path controller. These design distur-
bances were defined in our previous work.(2)

The lateral force Y' and yawing moment N' due to a passing ship
was selected as a typical short-term, essentially zero-mean distur-
bance. The assumed design disturbance is shown in Fig. 2. The effect

0030 -Y Y.0

10..

Figure 2. Design Passing Ship Disturbance

of a lateral current was selected as a typical long-term, nonzero-mean
disturbance for use in our ship path controller simulations. When us-
ing the drift angle with respect to the earth in eq. 191, a steady
current can be shown(2) to have the effect of applying an external
lateral force and yawing moment given by,
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Y. = Y'Vc' , 114)

and,

N' = Ns'v ' , [15]

where vc ' is the non-dimensional lateral current speed. For design
evaluation purposes, these equations were used to establish the lateral
force and yawing moment produced by a 1 knot lateral current on the
Toyko Maru moving at 12 knots in an intermediate water depth H/T = 1.89.
This disturbance was then arbitrarily assumed to be constant for 15 ship
lengths and then to reduce linearly to one half this value at 20 ship
lengths. This design disturbance is shown in Fig. 3.

1.04

Y'/Yo' .5 Y 0  .0023277

N'/N o , 0 No '  .0010262

0 I t'
5 10 15 20 25 30

Figure 3. Design Lateral Current Disturbance

DERIVATION OF MULTIVARIABLE INTEGRAL SHIP PATH CONTROLLER

The general development follows that given by Holley and 1ryson(5)
but is more general in that it can accommodate a nonzero initial com-
mand without a startup transient. The development is specialized to
the ship path control problem. The section closes with a derivation
of the steady-state error of the controller to a ramp commanded set
point.

General Derivation

The multivariable integral control law can be taken as a state
variable feedback plus a feedback on a fictitious output yo; i.e.,

= CxX + Cyo (161

At this point, yo can be defined as the difference between the desired
steady-state output yd and yw, the output due to the constant distur-
bance ws I

Yo Yd - Yw [171

Substituting this expression into eq. 1161, we arrive at an alternative
expression for the control law;
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i ~ = cYA + Cy(Yd - Yw) ]s

The steady-state condition of the system in the presence of the
constant portion of the disturbance ws can be used to derive an expres-
sion for the feedback gain matrix Cy. In the steady-state, we have
ks= 0. We can designate the steady-state values of the state and con-
trol by the subscript s and the perturbations from these values by a
prime; i.e.,

x = s +x'
- -A[191

Substituting eq. (19] into eq. (8], we obtain the following system:

= Fx' + Gu' + rw'
[20]

0 F s 
+ 

Gus + rws

The steady-state solutions, if any exist, must then satisfy,

(F + GCx)xs + GCy Yo + rHs . 0 . (21]

If the system (F,G) is controllable, (F + GCx) is negative definite and
the steady-state output is,

ys = TE.s = -T(F + GCx)-I(GCY Yo + rW [22]

Defining,

L = -T(F + GCx)- , [23]

this becomes,

ys = LGCy yo + LI'!s [241

If we now require that the steady-state output ys be equal to the de-
sired output yd, comparison of eq. (24] and eq. (17] yields,

Xw = Lr!s , (25]

and,

LGCy =I [261

where I is the identity matrix. Equations (23] and (26] allow the cal-
culation of the gain matrix Cy from F, G, Cx, and T.

Estimating Yw. In practice ws, the nonzero bias component of the

disturbance, is rarely known. Therefore both the state x and yw are
unknowns in the control law, eq. [181. A recursive scheme can be uti-
lized to provide an on-line estimate of yw. The linear estimator,

S Ky(j.w - Zw) = KyL(r's - r]s) [27]

where is is an estimate of ws  and jw is an estimate of yw,
can be shown(1s) to be given approximately by,
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w - KyL - Ky(Tx - yd) [28]

If we define a new state variable v by the differential equation,
v= Tx - Yd , [29]

the new state is the integral of the output error. Substituting eq.
(29] into eq. [281, we obtain the following linear estimation scheme
for yw:

X w I L + ) .[ 3 0 1Yw = - Ky({ [0

This can be integrated to give,

Xw = - Ky(LX + v) + yc , [311

where Xc is the constant of integration which can he obtained from the
initia f conditions of the system.

In eq. [27], it can be seen that if the gain matrix Ky is selected
to be negative definite with eiqenvaltles to the left in the complex
plane compared with the other closed-loop eigenvalues, this estimator

will provide a rapid estimate with iw * yw . Substituting eq. [311
for yw in the control law, eq. [18], yields,

I CXX + Cy~d + Cv(LX + v) - CyYc [32]

where,

Cv = CyKy [331

This final control law is comparable with that obtained by Holley and
Bryson(5) except that they omitted the final term. This additional term
resulted from the constant of integration in the integration of eq.
[301. It is necessary to allow the startup of the system with a non-
zero desired output without an undesirable startup transient.

Augmented System. In equations [81, [91, and [291, the system
states x and the integral error states v are only available through the
noisy measurements of the states, eq. 11. The system is also subjec-
ted to the process disturbances ws and w'. In this situation, we can
estimate the states of the augmented system by the system of Kalman
filters,

Fi + Gu + Kx(z- Hi)-. - - 341
i Ti -Yd +Kv(z -Hi)

and then utilize these estimates in the control law,

Cxi + Cyzd + Cv(Li + ) - Cyyc [35]

From eq. [271 it can be seen that the eigenvalues of KYwill determine
the dynamics of the estimate of yw independent of x. These will also
be eigenvalues of the closed-loop system. The other eigenvalues will
be those of the closed-loop controller (F + GCx) and those of the state
estimator (F - KXH). The remaining Kalman filter gains Kv can be de-
termined to produce a zero mean output error Tx - yd even 4hen the sys-
tem is subjected to measurement noise and process disturbances. Holley
and Bryson(5) show that this condition will result if,
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(T - KvH)(F - KxH)r = 0 [36]

This can be used to obtain Kv .

The complete multivariable integral controller is defined by equa-
tions [34] and [351. The control gain C. and state estimator gain K.
can be obtained using standard optimal control methods. The gain ma-
trix K, can be obtained by pole placement. The matrix Cy is defined by
eq. 26] with matrix L from eq. [23]; i.e., the solution to,

-T(F + GCx)-IGCy = I . [371

fhe matrix C, can then be obtained from eq. [331. The matrix Kv can
be obtained from eq. [361. This control concept will produce a zero
steady-state output error with respect to a constant desired output
when subjected to a constant disturbance. This result is independent
of errors in the knowledge of the system matrices F, G, and r as will
be presert in the ship path control problem. A schematic block dia-
gram or the complete system is shown in Fig. 4.

Application to Ship Path Control

The general form of the mult'variable integral controller can now
be specialized to the surface ship path control problem as represented
by equations [61, [10], and [111. Since no assumption can be made a
priori about a channel width B, coefficients f24 and f34 are assumed
zero in this development.

Output Integral Error Estimator Gain K, In this problem, the
outpat y = n , the desired output Yd = nd , and the output integral
error v are all scalar quantities.- With three measurements, the

gain Kv is then the vector of dimension three [kl, k2 , k31 which drives
the estimator,

v = Tx - Yd + Kv(z - Hi) 138]

This gain vector can be obtained from a system of two equations pro-
duced by eq. (361; i.e.,

(T - KvH)(F - KxH) = 0 [391

The solution of these equaLions is a one-dimensional subspace because
we have three measurements of a system which is subject to two unknown
disturbances. The resulting one-dimensional solution is,

m4 lm22-m42m21k, ,1IM2-mlm~l(1 - k3)

- mllm42-m12m41 (i - k3) 140]
k2 = mllm22-ml2m2l

where M = [mijl = (F - K.HIC and k3 is free to be selected by the de-
signer. This indicates that an optimization process could be utilized

to determine the value of R3 which would minimize the TTAE (inteqral
of time multiplied by the absolute value of the error) or a similar
transient response performance index.(|I)
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Steady-State Error to a Ramp Commanded Set Point

In most practical situations, the prescribed ship path nd is de-
fined by a series of straight lines or leading line segments. In gen-
eral, most of these will not be parallel to the t-axis and thus the
commanded set point Yd = nd will be a ramp function and not a constant.
It is therefore of interest to study the case where the commanded set
point Yd is a ramp. This corresponds to the case where the desired
path is a straightline with a nonzero heading 4d; i.e.,

Yd 
= 

at' ,149]

where a is a constant. To establish the behavior of the output error

of this controller when subjected to eq. 149], the closed-loop equa-
tions can be rearranged so that yd appears as an input. The steady-
state error to a ramp input can then be established.

The problem of interest here is stochastic with random measurement
noise v and process disturbances w'. The steady-state error can be es-
timated, however, by considering The deterministic case without a con-
stant disturbance. When no is taken as zero, substitution of the con-
trol law yields,

= (F + GC X - CG4KyL)x - GC4KyV - GC4Yd E 0

=Tx - Yd

y =TIC ,

where we have defined an augmented state variable r = [x, vIT and let
T [ - [0, 0, 0, 1, 0, 0]. Equation [501 is a single-input, single-
output system for which the transfer function and steady-state error
can be obtained.

The steady-state error ess due to a ramp input eq. (491 can be

defined as,

yd(t')-y(t')
ess = lim 1511

t'. a

We have shown(15) that the steady-state error of eq. 150] to the ramp

input eq. 1491 is given by,

C. -El (521

C4
where C and C 4 are elements of the state feedback gain matrix Cx .
This simple result is extremely important. This Indicates that even
though the multivariable integral controller has a steady-state error
with a ramp commanded set point, this error is bounded and known in ad-

vance. The controller can, therefore, be programmed to compensate for

this error by simply changing the point at which a turn is initiated.
Notice also that a control law which minimizes C1 , the feedback gain on
the heading, will have a minimum steady-state error. The error can be
eliminated with Cl - 0.
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CONTROLLER DESIGN AND EVALU7ATION

In this section, a multivariable integral path controller is de-
signed for the Tokqo "ar, using the characteristics defined in Table 2.
The performance of this controller is then evaluated through a series
of digital simulations.

Controller Design

The characteristics of the 290 m tanker Tokqo Maru are given in
Tables 1 and 2. The only undefined parameter is the rudder time con-
stant Tr which we have taken as 10 seconds. In the nondimensional form
used here this becomes Tr = 0.21287 at Fn = 0.116 or 12 knots full-
scale. The state feedback gain matrix Cx and the state estimation Kal-
man filter gain matrix Kx are taken as the optimal steady-state solu-
tions to the Linear Quadratic Gaussian (LOG) problem,(2),(It)

= Fx + Gu + rw
[531

z Hx + v

where w and v are vector white noise processes with power spectral den-
sity matrices 0 and R, respectively. The cesign cost functional is de-
fined as the expected value of the integral,

itf

.7 = E[!f f (xTAx + uTBu)dt] , [54)

to

where A and B are weighting matrices which can he initially estab-
lished by the designer to reflect the relative acceptability of errors
in the various states and the use of the various controls.

Matrices Q, A, and B are diagonal with the following nonzero ele-
ments:

qll = 1.548 x 10
-

q22 = 8.970 . 10-8

a4 4 = (no)
-2 

- 772.5

355 = (6o)
- 2 

= 131.3

B = bll = (6co)-2 = 131.3

The power spectral density for the process disturbance Q is based upon
the passing ship disturbance shown in Fig. 2 using Lhe root mean square
values of N' and Y' between t' = -2 and t' = 1.4 and using an assumed
first-order-process correlation time of one ship length for each dis-
turbance. The nonzero diagonal terms of the A and B matrices are basei
on the use of a dimensional 5* of rudder when the lateral offset error
becomes i0.t3 m (slightly less than one-quarter beam). The diagonal
terms of the measurement noise power spectral density matrix R are
given in the fifth column of Table 3.

The solution to this optimal, stochastic control problem was ob-
tained using the Michigan Terminal System (MTS) version of Bryson and
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Hall's eigenvalue decomposition OPTSYS program(18). The resulting
state feedback gains Cx and the Kalman filter gains xx are listed in
Table 4. This design was developed for the characteristics of the
Toyko 'aru at the water depth to ship draft ratio H/T = 1.89, which is
the least course stable depth for this ship. We have previously
shown0l) that if a nonadaptive optimal, stochastic path controller is
to be used, the best overall performance is obtained if the controller
is designed for the ship's least course stable water depth.

controller gains CXT Kalman filter gains Kx

5.5421 4.6883 0.9507 0.0035

2.6601 20.9479 109.7887 -0.4755

6.3895 2.7730 9.0086 -8.6949

2.4252 0.1239 -0.7579 4.1275

-0.8499 0.0000 0.0000 0.0000

Table 4. Optimal Gains for To ,o ,ar, at H/T = 1.89 and Fn = 0.116

Recall that the gain Ky can he chosen by pole placement with re-
spect to the eigenvalues of the closed-loop system (F + GCx). We,
therefore, placed Ky at the closed-loop eigenvalue furthest to the
left in the complex plane giving K y = -6.64361. This will cause the
estimate of Yw (through v) to converge rapidly compared to the time
response of the system. The output integral error gain Kv was taken
from eq. [41]. The value of the gain Cy was obtained from eq. [43]
and Table 4; i.e., Cy = -C4 = -2.4252. EPquation [44] then gives Cv =
-C4Ky = 16.1121. Finally, the steady-state error of the system to a
ramp commanded set point can be evaluated numerically using eq. [52]
and Table 4; i.e.,

5.5421 2.285
C4 2.4252 [55]

This completes the design of the multivariable integral path controller
for the -ok-o aru. The performance of this design is evaluated in the
series of digital simulations which follow.

Small Turn with Design Lateral Current

To illustrate the performance of the multivariable integral con-
troller with a bias or nonzero mean disturbance, the , -, was
simulated to undergo a small turn while under the control of the con-
troller designed above. In the simulation, the ship was operating at
H/T = 2.50 in open water. The controller was designed for H/T - 1.A9
so the ship was operating with errors in the knowledge of the ship dy-
namics. The simulation began with the ship in an equilibrium condition
for no lateral current on the commanded straight path at nd = 0. The
ship was commanded to perform a small (2.861) course change at t' = 10
while subjected to the "design lateral current" disturbance shown in
Fig. 3. This disturbance is constant for the first 15 ship lengths,
reduces linearly to half this value by 20 ship lengths, and then re-
mains constant again after 20 ship lengths. The initial magnitude was
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established to correspond to a one knot lateral current if the ship
were operating in a water depth H/T = 1.89. When the simulation began,
the ship and controller were in effect subjected to a step change in
yawing moment and lateral force. The simulation, therefore, represents
a severe startup test for the controller.

The results of this simulation are illustrated by Figures 5 and 6.
Figure 5 shows the commanded and actual ship paths; Fig. 6 shows the
resulting path error. The maximum path error due to the step change in
the disturbance is about 43.5 m. or 0.9 beam at about t' = 3. The con-
troller then returns the ship to the commanded path and initiates the
turn at t' = 10. The ship turns smoothly and shows the expected
steady-state error to the ramp commanded input. For the commanded path
Yd = at = 0.05(t' -10), t' ) 10 and the steady-state error ess = 2.285
from eq. [551, eq. (511 yields a steady offset error,

Yd- y = 2.285a = 0.1143 ,

for this turn. This steady offset error is shown on Fig. 6. With this
knowledge available in advance, the maneuver could simply be initiated
2.285 ship lengths "earlier" than shown in Fig. 5. Thus, the steady
error to a ramp commanded input can be eliminated as a practical con-
cern. The period of time-varying disturbance between t' = 15 and
t' = 20 introduces a maximum crosstrack error of about 11.8 m or one-
quarter beam at about t' = 20. The controller is, therefore, effective
with both bias and large time-varying disturbances as might be expected
from bank or current changes.

- A

r ' -  t- -+ i t - 4-

+~

T I M

Figure 5. Commanded and Actual Ship Paths in Small Turn with Design
Lateral Current
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(k 3 
= 

1.0)

Effect of Output Integral Error Estimator Gain K v

As noted above, the gain matrix Kv = [kl, k 2 , k31 is given by a
one parameter solution eq. [40] where any one gain is free to be selec-

ted by the designer. If k3 = 1 as above, the gain matrix becomes sim-
ply Kv = [0, 0, I]. If desired, an optimization process could be uti-

lized to determine the k 3 which would minimize one of the standard

transient response performance indices. To illustrate the sensitivity

of the multivariable integral path controller performance to k 3 , the
simulation illustrated in Figures 5 and 6 was repeated for two addi-
tional cases:

Case 1: Kv = [-341.3, -0.157, 0.11

Case 2: Kv = [3413., 0.157, 10.01

The resulting path error for Case 1 is shown in Fig. 7. Comparison
with Fig. 6 shows that the transient response deteriorates some
from the design with k3 = 1.0. The resulting path error for Case 2

is shown in Fig. 8. Note the greatly increased scale. The perfor-

mance is much worse with k 3 = 10 and may not even be stable. The

design with k3 = 1.0 is close to an "optimum" design. Case 2 is a
good example of how excessive Kalman filter gains can destabilize a
system which must operate with errors in the knowledge of the system

dynamics. Low values of k3 are thus needed for a robust design.(19)
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Passing in a Channel

To illustrate the performance of the multivariable integral
controller with a short time-varying disturbance, the Tokyo Maru was
simulated to pass another ship in a channel while under the control of

the controller designed above (k3 = 1.0). The water depth was H/T =
1.89; the channel width at the bottom was W/B = 3.0. This water depth
was the design depth for the controller but channel effects were not
included in the design of the controller. The channel effects (f24 * 0,
f34 * 0) were included in the simulation. The ship began the maneuver
on the channel centerline and was then commanded to move one beam to
starboard (nd < 0) between t' = 10 and t' - 11. The passing ship dis-
turbance shown in Fig. 2 was included with the ships beam-to-beam at
t' = 20. The ship was commanded to return to the channel centerline
between t' = 29 and t' = 30. The commanded path thus included a ser-
ies of four 9.3" turns to starboard, port, port, and starboard at
t' = 10, 11, 29, and 30, respectively. A 2.285 ship length turn in-
itiation time shift was included to account for the steady-state error
of the controller for a ramp commanded set point.

The results of this simulation are illustrated in Figures 9 and
10. The desired and actual ship paths are shown in Fig. 9. The path
error is very reasonable. The overshoot after each transfer is only
about 4.4 m or 0.09 beam. The resulting rudder activity is shown in
Fig. 10. The steady rudder angle while close to the channel boundary
between t' = 11 and t' = 29 is about 25-.

St. Marys River Turns

The purpose of this simulation was to test the effectiveness
of the multivariable integral controller with larger magnitude turns
typical of a general transit in restricted waters. Based upon a dis-
cussion with the Captain of one of the 304.8 m (1000 ft) Great Lakes
ore carriers, the series of three turns in the St. Marys River between
Sand Island and Moon Island in the West Neebish Channel was selected as
the prototype for this simulation. These turns were identified as some
of the most difficult in the Great Lakes system for the large bulk car-
riers. This path is the downbound lane and is shown in Fig. 11. The
second leg of this path is the "Rock Cut" which has vertical cut-stone
walls. The channel at this point is roughly three beams wide for the
largest ships in the system. For the purposes of the simulation repor-
ted here, only the path was utilized from the prototype. The simula-
lation maneuver is defined in Table 5.

segment length heading turn at end of segment

1 13.38 0 = 0 370 turn to port

2 14.76 # = -370 280 turn to starboard

3 13.79 # = -9 400 turn to port

4 8.07 = -490

Table 5. Simulation Maneuver Based Upon St. Marys River
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Figure 9. Desired and Actual Ship Path in Passing in a Channel

P% - V -A-

TI
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For this simulation, we continued to utilize the Tokso Maru under
the control of the controller developed above. The simulation was per-
formed at a constant depth of H/T = 1.89. Thus, the operating and con-
troller design depths were the same. Bank effects and current were not
included in this particular simulation. The passing ship disturbance
shown in Fig. 2 with the ships beam-to-beam at t' = 7 was included for
test purposes even though the prototype is actually a single direction
channel. The simulation was started in equilibrium on the commanded
path. The results of this simulation are illustrated by Figures 12, 13
and 14. The desired and actual ship paths are shown in Fig. 12. Be-
cause of the coordinate system defined in Fig. 1, the plot of n versus
t' appears as a mirror image of the actual path. The turns were
initiated 2.285 ship lengths early to account for the steady-state
error of the controller to a ramp commanded set point. The rudder an-
gle in these turns is shown in Fig. 13. The maximum rudder angle at
the start of the first turn is 22.70; maximum rudder angle at the start
of the third turn is 30.40. The path error for the turns shown in Fig.
12 is shown in Fig. 14. The maximum overshoot after the first turn (t'
= 15.2) is .097 which corresponds to a crosstrack overshoot of 22.5 m
or .47 beam. The maximum overshoot after the second turn (t' = 29.8)
is .08 which corresponds to a crosstrack overshoot of 22.9 m or .48
beam. The maximum overshoot after the third turn (t' = 43.7) is 0.13
which corresponds to a crosstrack overshoot of 24.7 m or .52 beam. Be-
low we illustrate an approach for reducing both the overshoot and maxi-
mum rudder angles.

Cuhic Turn Command

In order to reduce the path overshoot and reduce the maximum rud-
der angles, the commanded turn can be a smooth curve rather than a dis-
crete change of heading as used above. To investigate the effective-
ness of this approach, the first turn in the St. Marys River turns sim-
ulation described in Table 5 with the passing ship disturbance shown in
Fig. 2 was repeated using a cubic turn command. For simulation conve-
nience, however, the 37' turn was made to starboard. The desired path
was as follows:

Yd 
=  0  

, t' 4 10.

yd = .0086704 (t'-10)
3  
+ .0056385(t'-i0)

2  
, 10. < t' - 15.17

Yd = .75355 (t' - 13.38) , 15.17 ( t'

This cubir transition path reaches the desired 370 path beginning at t'
= 13.38 at t' = 15.17 with the correct 37' heading. The turn was pro-
grammed to be initiated 2.258 ship lengths early in order to eliminate
the steady-state error. The rudder activity in the turn is shown
in Fig. 15. The maximum rudder angle magnitude in the initation of the
turn is 6.9'; the maximum ridder angle used in checkinq the turn is
9.5'. These values compare favorably with the 12.7' and 14.9*, respec-
tively, shown in Fig. 13 for the first turn. The cubic turn command,
therefore, provides a significant reduction in the rudder angle maqni-
tudes used in turns made under the control of the multivariahle inte-
gral controller. The path error for the 37' turn using the cubic turn
command is shown in Fig. 16. Note the chanqe in scale from the compa-
rable Fig. 14. The maximum overshoot after the turn is .0475 at t' = 16.
This corresponds tc a crosstrack overshoot of 11.0 m or .2 beam com-
pared with the 22.5 m and .47 beam, resoectively, shown for the first
turn in Fig. 14. The cubic turn command, therefore, orovides a signi-
f:cant reduction in path overshoot. Fiqjre 16 shows the possihility of
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Figure 16. Path Error with 370 Cubic Turn Command

a small steady error after the turn is completed. This is less than 1 m
and is most likely due to the roundoff in implementing the 2.258 shift
in initiating the turn commands.

The mechanism by which the cubic turn command shown above reduces
the rudder usage can he understood by considering the equations for the
mean (deterministic) response of the system. If we assume the system
output y exactly follows the desired path Yd and differentiate the out-
put eq. [91, we get,

= Tx = 'IFs + TGu = T~x

since TG = 0 for the ship path control problem. Oifferentiatinq a sec-
ond time yields,

yd = TF
2
x + TFGu = TF

2
x

since TFG = 0 for ship path control problem. Differentiatinq a third
time yields,

= TF
3
x + TF

2
Gu = TF3x - u

This expression can be solved for an inverse relationship yieldinq the
control needed to follow the desired path exactly; i.e.,

Tr (Cd - TFS~
x )  

I561

Low rudder use will, therefore, result for commanded paths with small
values of the thir derivative Y'd. The cubic turn command simulated
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above completes the desired turn with a small, constant value of Yd
Low rudder use will, therefore, result for commanded paths with small
values of the third derivative 7d. The cubic turn command simulated
above completes the desirel turn with a small, constant value of jd
and, therefore, reduces the rudder usage significantly.

CONCLUSIONS

The following are the principal conclusions based upon this work:

. The multivariable generalization of the integral controller
presented here follows that of Holley and Bryson(s) except that we have
obtained an additional term in the control law which results from a
constant of integration. This additional term in the control law al-
lows the controller to accommodate nonzero initial setpoint commands
without a highly undesirable startup transient.

. in the specialization of this controller to ship path control,
we have considered the special case where the integral error variable
Kalman filter gain is Kv = [0, 0, 11 . The design of this gain vector
contains one free variable which can be selected to optimize the tran-
sient response of the controller. The other elements of Kv = 1Ri, k2 ,

k3J can then be obtained using eq. [40]. Simulations show that the

transient response is sensitive to the value of k3 and that k3 = 1.0
is close to an optimum value.

The multivariable integral controller has the property of zero
steady-state error with a constant commanded set point when subjected
to disturbances and measurement noise. In ship path control, a common
situation is a nonzero heading straight path which corresponds to a
ramp set point command. In this case, the multivariable integral con-
troller has a nonzero steady-state error which can be interpreted as a
time shift in the turn response. We derive a simple analytical expres-
sion for this error, eq. [52], which allows its calculation in advance.
The effect of this error can then he eliminated by simply initiating
the turn a fixed time earlier than would normally be expected.

Simulation results show that the performance of the controller
is excellent with a constant or ramp set point even when the ship is
subjected to large time-varying disturbances and when the design is
based upon incorrect knowledge of the characteristics of the ship.

The multivariable controller provides effective control in
larger 'agnitude turns between straight path segments as included in
the St Marys River turns maneuver defined in Table 5.

Cubic transition set point commands can he introduced to reduce
the overshoot and rudder activity in the turns. Low values of the
third derivative of the commanded path offset will yield significantly
reduced rudder usage.
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OPTIMAL SHIP COURSE-KEEPING DYNAMICS FOR
MANUALLY TU P1 )D AUTOPILOTS

by Leonard Marshall
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Dept. of Mechanical Engineering
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ABSTRACT

A digital computer simulation has been developed to investigate the course-
keeping dynamics of a ship under PID autopilot control. A variety of eavironmental
disturbances, defined by sea-state and direction, may be used, and the effectiveness
of course-keeping control is characterised by a cost function which is a weighted
integral of the ship yaw and rudder motions. Time domain responses of the ship yaw
and rudder motions are stored and may be displayed on an interactive graphics
terminal, so that the effects of different ships, autopilot parameter settings and
disturbances can be readily observed. Maps have been obtained to show how the cost
function varies with autopilot gain and derivative action, for a variety of environ-
ments, and for open-loop stable and unstable ships. A definite minimum for cost
function exists, and non-optimal selection of autopilot parameters cal result in
considerable penalties with respect to time lost on a journey.

The effect of system non-linearities including, telemoter hysterysis and
deadband, gyrocompass discretisation, rudder saturation velocity and time constant
have been studied. Only the rudder rate limit is seen to significantly affect cost
function.

These results infer that the autopilot should be re-tuned at various stages
throughout a ships voyage, particulariy when there is a change in environmental
status, or a course change is implemented. This could b accomplished by providing
ship personnel with an on-line cost function indication, perhaps as an additional
bridge instrument. An experiment has been performed to investigate human performance

in the solution of multivariable cost spaces of the type considered here. The
results show that optimisation might be achieved economically by providing the human
operator with qualitative information with respect to space geometry, such as tht
partial derivative. Furthermore, it would not appear necessare to require the
operator to seek a pre-determined criterion of optimal cost t. obtain satisfa~tory
performance.

INTRODUCTION

The majority of ocean going vessels are fitted with autopilot systems based in
the classical PIP algorithm (Minorskyvl)l. In recent years, the requirments on ship
course-keeping have increased. Optimality can no lceer be defined in terms of the
reduction of heading errors. Conflicting specifications on the system infers that
the autopilot should be varied with varying environmental conditions.

A number of workers have att..pted to derive an index of optimal course-
keeping in terms of a cost function. It is generally accepted that optimality
requires the minimisation of long periodic yawing motions, while also taking into
account the increased drag due t,. the rudder motions. Norrhin (21 has described
this trade-off in terms of a quadratic cri'erion of the form:
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P,

where R is the drag, A R is the increased drag due to steering,T and S are the
averages of the squared yaw and rudder angles respectively.

There is considerable doubt as to values to be assigned to the coefficients,
14 andXwhich weight yaw and rudder. Different authors have assigned different
values as a consequence of their adopted approaches. For example, Koyama [31
suggests a value Xs

= 
8, whereas Norrbin quotes A = 01. Norrhin considers losses to

be due to rudder induced drag, and as such puts little emphasis on course errors
per se. On the other hand, Koyama does not consider course errors to be too
serious in themselves, but large rudder angles which induce high turning rates

should be avoided.

Probably the major factor in this discrepancy is that Koyama explicitly takes
account of the environmental disturbances, whereas Norrbin does not. Van Atmerongen
and Van Nauta Lemke [4) have crystallised this argument. In good weather, tight
control with accurate steering infers that Norrbin's criterion would be appropriate.
In bad weather, filtering and low controller gains are required to limit the band-
width of the system. In such a case, Koyama's criterion would be appropriate.

Clarke [5} used a similar cost function in a simulation study:

t.

-- m -f (afi + a '- + a,8) dt (2)
T t 0

waere AT/T is the fractional increase in time for the ship to travel from one place

to another, and t* is the actual journey time. A similar cost function form has

also been used by Van Amerongen and Van Nauta Lemke [4).

Optimality requires that we minimise the valid cost function form. The result
of which should be a decrease in the rate of fuel consumption. Kallstrom and
Norrbin [6 have found good correlations between cost function minimisation and
fuel consumption rate in full scale trials.

Clarke [Ij carried out an analog computer study of a ship being steered by a
conventional autopilot in rough seas. From the results obtained, he generated a
contour map of r-udder against counter-rudder, clearly showing the penalties incurred
by the selection of inappropriate autpilot parameter settings.

Both in automatically adaptive autopilots (see for example, Tiano [8] or Astrom
and Kallstrom [9) ) or :n manual tuning of conventional PID autopilots, to achieve
optimal course-keeping performance, it is important to ensure that the cost function,
used to measure the optimality of the resultant course, is valid for the particular
ship and operating conditions under r'usideration. In the tormer case the cost
function, computed as the ship progresses from measurements of the ship and rudder

Motions, is used as part of an adaptive algorithm which changes the autopilot palra-
meters to seek a cost function minimum. In manual tuning of the autopilot, it would
be beneficial to generate an on-line cost function indication, perhaps as an
additional bridge instrument, to give ships' personnel an ass swoon: of their t2i)ng
stLategs , where ug:,iP a minimur *ost tserion cal-e is soueht.

It is likely that the variation of cost Insction with autopilot parameters, as
demonstrated by Clarke, will vary significantlv with ship opvrating conditions,
that is the environme-ntal disturbane created by wind, waves ud csrrents.
Examination of the effects of these disturhances is difficult for both full Iale
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and scale model tests because the operational environment can not be easily
controlled. However, several authors have performed such tests (see for example,
Broome and Lambert,[l0; Van Amerongen, Goeij, Moraal, Oct and Postuma [11]).

A digital computer simulation of a ship and its operating environment has been
developed to investigate the variation in cost function for different ships in a

variety of sea-states. It is found that in each ease, a definite minimum exists and
that this value is determined by optimal tuning of the autopilot gain and derivative

action. Furthermore, it is possible to assess the penalties which might be incurred
for inappropriate parameter selections. As the environment is varied by say

increasing the angle of incidence of the wve propogation relative to the ship's
bow, the distribution of cost function variance is seen to migrate within an
orthogonal, three dimensional co-ordinate system defined by the autopilot parameter
settings (gain and derivative action) and absolute cost.

An on-line cost function indication, would necessarily be in discrete, numerical
form. However, the bridge officer has no means of assessing whether his current
tuning strategy is indeed achieving optixality. He is therefore faced with a two-
variable optimisation task, with both of the input variables, autopilot proportional
gain and derivative action, in discrete form, and the output, the computed cost
function value, also discrete. Human performance in the optimisation of such tasks
has always been assumed to be poor. Recently, Laughery and Drury 112] have shown
that the contrary may be the case, and that hucan performance can improve upon a
well tuned computer algorithm, particularly when the information flow is degraded.
A computer controlled laboratory experiment has been conducted to examine the

following questions.

(1) Is human performance decremented when an a priori criterion of optimum cost is
not provided? This simulates very well the task of the ship's officer attempt-
iog to select optimal autopilot parameter settings fer a given operational
environment.

(2) Can human performance be improved by providing qualitative information with
respect to cost space geometry? Such information could be provided 'cheaply'
by calculating the partial derivatives of cost with respect to both autopilot
parameter settings.

SHIP STE.RING DYNAMICS

The main equations on which the simulation is based are presented. For a more
detailed description see Broome, Keane and Marshall [13]. A block diagram of the
ship and control system is given in Figure 1.

For the purposes of the simulation, the equations of motion of the ship are
required in transfer function form, that is, the relationship between the demanded
rudder position generated by the autopilot and the ships yaw motion.

The Rudder to Yaw Response

Nomoto [14] shows that the linear coupled equations of a ship for yaw and sway
may be reduced into a single rudder to yaw response equation:

T1ITZ9'; + [T 1 + T)t+ K3SS + K5 T-3  (3

where the time constants (T 7 2  -1 T 3 ) and the yaw gain (K,) are all derived from

initial terms and hydrodynamic derivatives. The sbove model, valid only for course-
keeping, is further simplified hV d.-cupling the ship surge equation such that surge
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velocity is assumed to be constant.

If environmental terms arc included, we obtain:

TjT2 .' C+.Tzh'- ') = KsS -rKsT +9,YeKTY e, KnN1 NK.T N. (4)

where Ye and N
e 

are the sway force and yaw moment loadings due to the environment.

Steering Gear

The following model represents a hdraulic steering gear with control pumps

(see Figure I :

S e 5

A constraint is put on the maximum rudder amplitude:

The transfer function model of the st.ring gei-r is thiisi

8a~~s T T(5 f 1-/T,)(7

where 
T
r is the rudder tim, ,nsiant, given by:

Tr Sen / q ,na(8
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where % is the maximum rate of rudder rotation, dependent on the number cf
pumps in operation at any time. It is assumed that only one pump iL in operation,
as might be the case on open seas, hence 9 e , = .- k a -J = 5

Autopilot

In the simulation, a simple PID autopilot has been used, whose transfer function
may be written as:

S c z K~T p ±tT&i e tr ~ t (10)

The three coefficients of proportional gain (Kp) derivative time constant (1d)
and integral time constant (Ti) may be adjusted to vary the autopilots action, and
it is their optimal settings that are required for any given ship and environmental
condition.

The standard form of PID autopilot used on shps has been described by Bech [151,
and differs from our simplified version, insccar as there are more parameters which
may be varied. A comparison between the two forms is given by Broome et al [131,
which shows that they are indeed similar.

Telemotor Position Serve

The output of the autopilot is not the direct input to th steering gear. It
is subjected to non-linear factors associated with the telemetor position servo.
This consists of a combined deadzone kD) and hysteresis (H) associated with the relay
switching system, where:

H=0/4 and D= 1

ENVIRONMF.NTAI DISTURBANCES

A ship is influenced by winds, currents and waves. An analysis of these
phenomena has been given by Kallstrom [161 and Zuidweg [171. In the simulation, the
steady-state loadings due to wind and current have been ignored since the heading
errors zrtated by these load~rgs may only be countered by tcscy rudder deflections,
snd should not by 'charged' to the rudder when calculating cost functirn values.
Stochastic wind components are also ignored as being secondary to the action of
waves.

Wave Loadings Duc to a Regular Sea

The sway force (Y)e and yaw moment (N,) loadings of Equation (@) are based on a

regular sinusoidal wave pattern (Kallstrom (161 ). The significant wave heights and

wave periods are calculatid using empirical equations based on wind speed (Price and
Bishop (181 7:

h(V) 0015 Vt9 1 1 5

T.(V 6 ) -0 0014 Vt3 
+ 0 042 V, 5"6

The r-soltant loadings on the ship ic then calelatvd, on th, basis if a regular
sea model (Broome vt at, 11il 1.
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Wave Loadings Due to an Irregular Sea

Although the loadings due to each wave period are calculated on the basis of a
regular sea model. It is necessary to adopt a more sopnisticated approach. Such
seas do not excite the transient behaviour of the ship, and as such exhibit no
variation in cost function, for a given ship and sea-state over a range of autopilot

settings.

An irregular sea model can be constructed from the observed, relative
frequencies of the world-wide distribution of wave periods with significant wave
height (data derived from Price and Bishop). A given sea-state thus consists of a
train of waves of constant period but randomly varying significant wave height,
within the constraints of observed data. This simplified probabilistic represent-
ation of the sea approximate line spectra in the ITTC wave spectrum.

PROGRAM STRUCTURE

All of the programs are written in FORTRAN using RT 11 for use on a DEC FDP
11/40 with VT1I graphics support facilities. The dynamics programs run at
approximately four time real time, with an iteration step size of 0.35 seconds, a
trade-off between speed and accuracy. The simulation consists of four main elements.

Ship Data Files

A catalog of ship data files has been stored on disc. Each file contains all
of the parametric information necessary to define a particular ship. Examples are
quoted for two vessels, one of which is open-loop course-stable, the other, unstable
in yaw.

Environmental Data Files

A user selectable data base, of environmental files has been stored on disc.
Each defines a sea-state at a given inc'ident angle relative to the ship's bow.

Dynamics Program

The dynamics program simulates a ship voyage in a particular sea-state, for a

given set of autopilot settings. After a steady-state response has been acheived,

the ship yaw and rudder motions are sampled over several cycles of yaw variation, and
used to compute a cost function value. One version of the program automatically
increments through a full set of autopilot parameters.

Display File Package

Another version of the program stores the time-histories of rudder and yaw
activity,which form the data base for a graphics display file. This can be done
for a number of ships, sea-states and autopilot settings. The displays may then be
readily accessed using interactive light-pen techniques, to facilitate comparisons.

SHIP/ENVIRONMENT CODES

In the following sections, a description is given of simulated voyages of two
different ships, in a variety of operational environments. To facilitate recognition,
each ship and sea-state may be identified by a three-part code:

First character U : An unstable, 15,000 tonne containership.

S : A stable, 15,000 tonne containership.
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Second character ; I Sea-state I (Beaufort 2)
2 Sea-state 2 (Beaufort 2-3)
3 : Sea-state 3 (Beaufort 3-4)
4 : Sea-state 4 (Beaufort 4-5)

Third character ; 45, etc: Incident angle of wave propogation relative to the bow.

DISTURBED SHIP RESPONSE

Some illustrative examples of yaw and rudder time-histories are presented for
the following cases; unstable ship in quartering sea-state 3 (U:3:135). Figures
(2-5) show how these quantities vary for different autopilot parameter settings.
Each figure represents 1600 seconds of a ship voyage. During the first 800 seconds
a cost function index of course-keeping performance has been calculated, of the form:

t*

T i Pfe(aoe + a S2) dt (121

where t* = 800s., and the coefficients are assigned values, ao = 0.014 and a1 = 0.1
as suggested by Norrbin f2l. in each case the integral time constant has been
set at Ti = 200s., a moderate value. The final BOOs., represents the ship response
and settling to a 5 degree course change.

ige (
2
) This is the standard case for major comparisons. The autopilot

parameters are set at, proportional gain (Kp = 0.5) and derivative time constant
(Td = 50s.). The computed cost function value is (J = 5.8%).

Figure (3) The derivative term has been increased to (Id = 70s.). There is a
relative decrease in yaw activity and an increase in rudder amplitudes. The

resultant cost function has risen slightly to (J = 6.7%).

Figure (4) The derivative term has been reduced to (Td - 3Os.). There is a
relative decrease in rudder amplitude, and a remarkable increase in yaw. The cost
function value has risen to (J = 17.8%). It will later be seen that for these
controller settings the ship is operating very close to a stability boundary.

Figure (5) Instead of varying the derivative term,the proportional gain has been
raised to (Kp 1 1). There is an increase in rudder amplitude and a decrease in yaw,
The cost function value of (J = 5.9%) shows that a small increase in the autopilot

gain has very little effect compared with the near optimum standard setting.

For a more detailed description of yaw and rudder time-histories, including the
effects of ship type, sea-state and direction of wave propogation, see Broome et
al [13] and Marshall [19].

COST FUNCTION VARIATION WITH ENVIRONMENT

The stimulation has been used to automatically compute cost function values
over a range of both proportional and derivative gains (0 < Kp < 4 ; I0 < Td < 70)
such that cost function maps may be constructed in the parametric plane Kp vs Td
where contours of constant cost are drawn,

Incident Angle of Wave Propogation

Figures 6-8 illustrate the distribution of cost function for the unstable ship
in sea-state 3, with different incident angles of wave propogation. Examples are

given for bow seas (45*) through to quartering seas (135*).
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It can be seen that in the range 45' to 75' (Figures 6 to 8), the absolute
minimum cost rises and then falls again with increasing angle. Associated with
this is relative contraction and then expansion of the contours indicating that
when the ship is sailing into the waves, an incident angle of 60' is worse than
either 45' or 75'. It is not possible to track the locus of optimisation accurately
on these maps, but inspection reveals that the autopilot parameters which define
approximate optimality differ in each case.

When the seas are coming from astern (105' to 135') the overall picture changes

remarkably (Figures 9 to 11). At 105' the minimum cost rise to some 9.5% and the
map begins to contract. At 120' the minimum rises to 15% and there is a further
contraction of the map. For, quartering seas (135') there is a reduction in minimum
cost to some 5.5%, and A relative expansion of the map. However, the maps clearly
show that it is beneficial to sail into the waves rather than to have them 'follow'
the ship. This is to be expected, since in the latter case the encounter frequency
between the ship and the waves is reduced, and is much nearer to the natural frequency
of the ship, which creates a closed-loop resonance effect.

It will be recalled when discussing the time domain responses, for parameter
settings of Kp = 0.5 and Td - 30, the ship is indeed very close to stability boundary.

Ship Type and Sea-State

Further comparisons are made for the stable ship and different sea-states
(Figures 12 and 13). The major findings are that the absolute minimum and the
distribution of cost are less severe for the stable ship (Figure 12). In milder
environments (sea-state 2) the absolute minimum falls very low, and the map expands to
to such an extent that is difficult to define an-optimal set of autopilot parameters
(Figure 13).

SENSITIVITY TO SYSTEM NON-LINEARITIS

The considerable time required to produce a cost function map would be reduced
if maps could be generated by a linear analysis, that is, the system could be
considered as being sensibly linear. This section is concerned with comparing the
effects of changing the values of various system non-linearities on the cost function
contours. To avoid computing the whole cost function maps, two 'section' through
the minimum point are taken as the basis for comparison as shown in Figure 14.

Along one section Td is held constant at its optimum value, and on the other Kg is
constant.

Standard Cases and Variations

There are two standard cases; the course stable ship in quartering sea-state
3 (S:3:135), and the unstable ship in similar seas (U:3:135). Each run involves a
change in just one of the variables from its value in one of the standard cases,
given in Appendix 1.

A list of the parameter changes investigated is given in Appendix 2. The
sections have been taken at the same values of 

T
d and Rp throughout each set of runs.

As parameters change, the whole map will change, and it-is likely that the two
sections will not cross at the minimum value on the map. Hence, true minima are not
being compared. General trends will be illustrated, and numerical values for
increases and decreases only serve to show which changes are significant.

Summary of Main Results

For the unstable ship, varying the deadhandwidth (D), or the hysterysis (H)
has no significant effects on cost functions (J). Similarly, assuming a linear gyro
has very little effect. Varying maximum rudder rate has more effect as shown in
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Figure 15, where the rates of 2.50/s are superimposed on the standard 2'/s curves.
A rate of 2*Is is the least maximum rate permitted by the classification societies
when only one (of the two) pumps is in operation. As would be expected, the value
of J decreases with increasing rudder rate.

For the maximum rate of 4°/s the minima occur at (KpTd) = (0.4, 60) and
(0.2, 53). The true minimum probably moves towards increasing 

T
d and decreasing Kp,

and at (0.4, 60), Jmin is reduced from 5.7% to 5%.

Figure 16 shows how values of Jmin and its components vary with maximum rudder
rate. There is a large change between 2'/s and 2.5/s, but much smaller changes
thereafter. As might be expected, no variations in maximum permitted rudder angle
for either ship makes any difference, as rudder angles remain within a maximum of
about 10 degrees during any of the test conditions.

Similar results are found for the stable ship. Variations in maximum rudder
rate again produces significant changes in J, as shown in ligure 17. Although the
minimum rate allowed is 2-

1
s, a test of I-/s shows that the deterioration due to

halving the rate is much greater than the improvement due to doubling it.

It may be concluded then that the only non-linearity which will significantly
affect the tuning of an autopilot for optimum course-keeping, is the rudder rate
limit imposed by the hydraulic steering gear saturation flow rates.

DISCUSSION AND CONCLUSIONS

The cost function maps demonstrate clearly the necessity of re-tuning a PID
autopilot if optimal course-keeping is to be achieved by ships throughout long ocean
voyages. They also indicate the level of penalties which will be incurred if
autopilot parameters are set away from the optimum. The required re-tuning could
be done automatically using adaptive autopilots of the model reference kind, or
manually, provided an on-line cost function indication could be provided, perhaps
as an additional bridge instrument.

Differences of detail have been demonstrated between ships of varying open-loop
stability, steering gear etc., but the main cause of large variations in the optimum
cost function is the direction of the environmental disturbance. The re-tuning can
be done at moderate intervals if the ship is maintained on the same course, and so
hps a constant incidence of prevailing seas, but the autopilot will need to be re-
tined immediately the ship's course is altered. The analysis of system non-
linearities shows that the only significant non-linearity is the value of the rudder
rate limit. That is,no measurable benefit will accrue by more refined engineering
design of the autopilot to steering gear transmission link, as normal degrees of
deadzone and hysterysis have not effect on cost function values. Similarly, the
gyrocompass descretisation and maximum rudder angle non-linearities may be ignored.

The qualitative value of cost functions depend entirely on the equations of the
environmental modelling, which is the main weakness in this simulation. Clarke [20]
however, using a PRBS disturbance generator has demonstrated similar results. A
second weakness is the assumption of horizontal plane motion only, where no accoint
is taken of the not inconsiderable interaction between yaw, sway and roll dynamics.

In the next section, we consider how optimisation might be achieved by manual
setting of the autopilot parameters.

ADAPTIVE MANUAL CONTROL

So far, we have confined our attention to mapping the variation of cost function
with environmental status and ship type. Moreover, consideration has only been given

G1 3-il

-/



Kp

contours Iconstant Td

constanit Kp

FIG 14 NON-LINEAR COMPARISONS

4 - .0 d~Ih

0 3 K

30OE LO~ 50 g16I

UnG17stable ship

0 I 2 3-12



to conventional PID autopilot systems. It still remains for us to ascertain how
optimal tuning parameters can be implemented for a given ship/environment scenario.
It becomes necessary to focus our attention on the role of the human operator in
relation to the achievment of this goal.

The Tuning Problem

Cost function (J)-is a weighted function of yaw and rudder activity. For a
given ship/environment scenario the value of J should be quasi-static, allowing for
the stochastic processes of the sea. If the ship alters course, or the incident
wave angle changes a different topological representation of cost function variation
will become valid,and it will become nececo--y to -e-tune the autopilot.

It would be a simple matter to provide the ship's officer with a discrete cost
function value for a given set of autopilot tunings. Relative course-keeping
performance can be determined from the cost function map. However, the geometry of
the map would not be available to the operator, and under these circumstances he
would have no means of assessing the appropriateness of his tuning strategy.

In terms of information processing, this is a two-variable optimisation task
in which the inputs (autopilot parameters; Kp, Td) and the output (computed cost
function; J) are in discrete form. The minimisation of J is a 'hill-climbing'
exercise. There is a dearth of knowledge pertaining to human performance in such
tasks, despite its common occurence in many areas of process control. It has commonly
been assumed that people are very bad at solving multi-variable optimisation
problems. However. Laughery and Drury [12] have recently found that the strategy
adopted by subjects in two-variable optimisation tasks is very similar to a well
tuned computer algorithm. Furthermore, when faced with a 'noisy' data base, human
performance can be more 'efficient' than that of a computer.

It would be interesting to apply these techniques to the problem of selecting
optimal autopilot parameter settings. A laboratory experiment has been conducted
to address the following questions.

(1) When attempting to select optimal autopilot parameter settings, the operator
has no knowledge of the absolute minimum cost which might be achieved. To
what extent does this affect performance compared to the case where he is
given an absolute minimum cost value to aim for?

(2) Hill-climbing algorithms commonly make use of the partial derivatives(OZ/OX.-'A
3Z/aY for the tuning problem) in the formulation of a steepest gradient or

PARTAN search (Wilde [211). The evaluation of any given J will incur a
'computational cost'. Would the human operator be able to make use of the
gialitative derivatives in the solution of the problem (by qualitative we mean
the direction of slope and not its precise value!)

THE PARTIAL DERIVATIVE AS AN AID IN PURSUIT AND COMPENSATORY
MULTIVARIABLE OPTIMISATION TASKS

The Task

An analytical cost function space was created to form the basis of a computer
controlled experiment, which had the following properties:

(a) Independent variables: 0 < X < 100
0 < Y < 100

(b) Dependent variable Z f(X,Y)
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The geometry of the space is illustrated is Figure 18. The independent variables,
X and Y correspond to autopilot parameters Kp and Td arbitarily scaled to avoid
Euclidean paradoxes. The function Z = f(X,Y) is seen to be a set of concentric
ellipsoids (the dependent variable Z corresponding to our cost variable, J). The
distribution of Z above the X-Y plane was determined by a linear relationship along
the major axis of the ellipse.

The orientation and eccentricity of the ellipsoidal structure were experimenter
controlled, but maintained at O. = 30 degrees and E = 0.8 throughout the experiment
to avoid biases due to symmetry and to allow valid comparisons between conditions.

The subjects' task was to interrogate the space discretely by entering values
of X and Y from a computer terminal, accurate to the nearest integer. In response
to each interrogation of the stored program, the computer returned a value of the
dependent variable Z. Interrogations were conducted sequentially until the minimum
value of Z was obtained, at which point the experiment terminated. All subjects
took part in each of four different conditions:

(1) Pursuit/Non-derivative (P): The subject was told the minimum value of Z that
he was required to seek. Hence he was able to assess performance for each
interrogation relative to this information. As well as discrete numerical
responses, subjects were provided with a computer graphics illustration of
each interrogation (see Figure 19).

(2) Compensatory/Non-derivative (C): Similar to above, except that the subject was
NOT told the minimum value of Z which he was seeking. Hence, the subject had
to decide for himself when he had successfully solved the problem.

(3) Pursuit/Derivative (PD): Similar to (1) except the subject was provided with
qualitative information with respect to the partial derivatives,
about the interrogation point. This information was displayed in the form of
a flashing line pointing away from the quadrant in which the optimum could not
lie (by definition in the case of a unimodal space). See Figure 19.

(4) Compensatory/Derivative (CD): Similar to (3) except the subject was not told
the absolute minimum value of Z that he was seeking.

The terms pursuit and compensatory are used here to distinguish between the
situation where the subject is provided with an index of performance error (pursuit)
and when no such information is provided (compensatory). This is roughly analogous
to the distinction adopted in manual control, and has been adopted here for
convenience.

Experimental Design

Eight paid postgraduate students took part in this experiment, which took the
form of a within subject repeated measures factorial design. Two subjects were
assigned to each of the four conuitions of a counterbalanced Latin-square. Since
the subjects were acting as their own controls, it was necessary to counterbalance
treatment effects and to bring each subject up to a suitable level of performance
by plenty of practice on the task.

Procedure

The experiment was carefully explained to each subject for each condition, andhe was then allowed plenty of practice to familarise him with the use of the computer,
and the nature of the task. The experiment was performed on a DEC PDP 11/40 mini-
computer with VT1I support graphics. As each experiment was controlled by the
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computer, it was only necessary to record four different variables for the purposes

of subsequent analyses, X,Y, Z and T the inter-interrogation time, as measured by

the real time c'ock in response to keyboard cosmands. Each subject was told that
good performance would be considered to be a trade-off between the number of inter-
rogations, and the total time to arrive at the solution.

ANALYSIS

Optimality in solving the problem is a complex function of th2 operator's

choice of inputs. Consequently, there is no unique measure that will reflect either
adopted strategy or performance. Four measures were formulated to as3ess perform-
ance on the task. The rationale for their choice is described below.

(1) Number of Interrogations (N): If providing subjects with an optimisation aid,
such as the partial derivative, is indeed beneficial, this should be reflected
in a reduction of interrogations for this conditon.

(2) Total Solution Time (T) : Task difficulty should be reflected by the total time
required to obtain a solution. Hence, for the aided condition, the task should
be solved more quickly.

(3) Mean Interrogation Interval (CT) : This measure, defined as:

T = TIN (12)

rakes account of cognitive processing effort. For example, solution aids may
result in a more economical performance (smaller N and /or T) but they may
require the subject to think more ahouit his interrogation strategy. This
measure provides some information with respect to input strategy.

(4) Interrogation-Time Product (NT) : The two measures, N and T are not sufficient
to define optimal performance. A subject may take a long time to solve the
task (large T) but interrogate the space economically (small N). Conversly,
he may solve the task quickly (small T) but interrogate the space liberally
(large N). This trade-off can be described by the relationship:

NT = N.T (13)

This penalises not only processing time, but also the number of times the space
is interrogated. The latter becomes important when there is a large
'computation cost' associated with each interrogation.

An analysis of variance (ANOVA) was performed on the above performance measures,
the results of which are described below.

RESULTS

Figures 20 to 23 show the distribution of sample means in each of the four
conditions, for all of the performance measures described above.

is clear that pursuit optimisation is not superior to compensatory optimis-
ationi any of the performance measures adopted.

Providing the operator with the partial derivative as an optimisation aid does

appear to significantly improve performance.

(1) The number of interrogations (N) is less when the partial derivative is
provided (F1, 7 - 28.74; p < 0.01).
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(2) There is no significant difference between derivative and non-derivative

performance with respect to problem solving time (T). However there is a
significant interraction between these conditions and the pursuit/compensatory
mode. When the derivative is not provided subjects perform the pursuit task
faster. When the derivative is provided, subjects soive the compensatory
task faster (FI,7 = 7.47 ; p < 0.05).

(3) The mean interrogation time (T) is longer when the subject is provided with
the partial derivative (FI,7 = 27.3 ; p < 0.01).

(4) The interrogation-time product (NT), which weights strategy economy is less
when the partial derivative is provided (i;,7 = 91 ; p < 0.05).

DISCUSSION

It is clear that in a two-variable optimisotion task of this sort, there is
no advantage to be gained by providing the human oper Lor with 3n a priori criterion
of performance (optimum performance target). Presumably, if the input and output
resolutions were more sensitive, then pursuit performance would be superior, as
compensatory performance would at some stage of the process enter a final stage of
diminishing returns. In the case of tuning an autoFl1ot, resolution is determined
by the sensitivity of the control potentiometers, and should not be so critical.
However, the concept of diminishing returns with problem solving effort is very
important. Any computed cost function value will have associated with it an error
function (due to sampling and stochastic processes), and so it is only feasible to
locate an optimal region of the map instead of an absolute point. Nevertheless,
the finding that pursuit performance is not superior to compensatory is very
encouraging since achieving optimal performance from an autopilot is a compensatory
process.

Providing subjects with extra information with respect to space geometry
clearly leads to an enhancement in performance. The qualitative partial derivative
was chosen because it can be computed with a small amount of extra 'computational
cost'. The beneficial effects of the partial derivative can be considered in terms
of information reduction. It enables subjects to plan their strategies more
economically because it eliminates areas of uncertainty within the space.

It is not possible to give a full analysis of human performance here, but the
results clearly show that the human operator can indeed solve two-variable

optimisation tasks economically when provided with simple problem solving aids.
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Work is presently being carried out to determine what limits might be set on the

input resolution of the autopilot in relation to the optimisation of the course-

keeping problem.
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APPENDIX I

PARAMETER VALUES FOR STANDARD RUNS

Telemotor deadband width D = 1.0
°

Telemotor hysteresis H = -.0.5*

Gyrocompass output 6 steps/degree

Maximum Rudder Angle = 35'

Maximum Rudder Rate = 2'/s

Rudder Time Constant Tr = 4.Os

Length/Speed Ratio L/U 25

APPENDIX 2

PARAMETFR VARIATIONS

Unstable Ship

Run No.

1) Standard

2) Telemotor deadband width = 0. D "0* N

3) Low hysteresis telemotor D -1.0, N 0.25'

4) High hysteresis telemotor D = 1.0', H - 0.75'

5) Large deadband width D - 2.0', H 1.0'

6) Linear gyrocompass output

7) Gyrocompass output; 12 steps per degree

8) Maximum rudder rate - 2.5°/s

9) =3.0/s

10) " " " = 4.0'/s
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11) Maxium rudder angle - 45*
12) 11 11 . - 45*; Mlaximuim rudder rate - 4*/s
13) Rudder time constant (Tr- 1.0

1. 11 1 11 2.0

15) "1 1. " 8.0

Stable Ship

16) Standard

17) Telemotor deadhand width -0, D -' 0* H

18) Large deadhand, high hyaterics. D 1.5% H1 1.5*

19) Linear gyrocompass output

20) Gyrocompass output; 2 steps/degree

21) Maximum rudder angle - 10'

22) 1. . .1 - 20*

23) Maximum rudder rate - l'/s

24) .3/

25) - 4'/s

26) Rudder time constant (Tr)- 1.0

27) - 2.0

28) -=8.0

, '
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IDENTIFICATION AND SELF-TUNING CONTROL OF LINEAR
AND NON-LINEAR SHIP MODELS

by Lt Cdr N MORT Royal Navy
Royal Naval Engineering College, UK

and D A LINKENS
University of Sheffield, UK

ABSTRACT

The generalised least squares method of parameter estimation is
applied to the rudder/yaw rate dynamics of a frigate using data
recorded from full-scale sea trials with PRBS rudder excitation.
Rudder step response tests are also analysed using manual scale
measurement techniques to determine the parameters of a simple first
order linear transfer function model of the dynamics. Changes in the
model parameters with ship's speed and rudder demand angle are
investigated and the evidence produced indicates considerable variation
in these parameters over the normal operating conditions of the ship.

The application of the self-tuning controller (STC) algorithm
to the design of course- and track-keeping controllers for surface
ships is also considered using digital simulation techniques. In
particular, the performance of the algorithm is examined when the
ship dynamics are described by the linear and non-linear models
derived earlier from frigate sea trials. It is shown that the STC can
be used as a digital control algorithm using limited word length ADC
and DAC number representation.

1. INTRODUCTION

The dynamic behaviour of a ship at sea can be described in
mathematical terms in two equivalent ways. The first approach,
usually adopted by naval architects, involves equations of motion
containing hydrodynamic derivatives which are derived from a Taylor
series expansion of the force/moment balance equations. Engineers
engaged in studies relating to the steering qualities of ships (eg
autopilot design) favour an alternative input/output description often
based on the transfer function between rudder angle (input) and yaw
angle (output).

The parameters of these models may be determined experimentally
by scale-model tests and/or full-scale sea trials. The former
usually incorporates sophisticated tank and measuring facilities
enabling a large number of variables to be measured. There are,
however, inherent scaling problems with such a technique and full-
scale trials at bea are advisable when economic considerations and
ship availability are favourable.

This paper describes the application of one particular method of
system identification, namely generalised least squares (1), to the
determination of the linear steering dynamics of a frigate using data
obtained from full-scale sea trials. Several different approaches
to this parameter estimation problem have been reported in recent
years. The maximum likelihood method has been used to determine
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both linear (2), (3), (4), (5), (6) and non-linear (7) ship steering
models. Parameters of non-linear models have also been estimated
using equation error and output error methods (8), (9), (10).

The data on which the results discussed in this paper are based
were recorded on board a Royal Navy frigate on passage from Plymouth
to Gibraltar. The experiments consisted of applying Pseudo Random
Binary Sequences (PRBS) and step change perturbations to the rudder
and recording variables such as yaw rate, roll angle, log, etc. A
mathematical model initially having a known structure but unknown
parameters was then fitted to the PRBS experimental data using
generalised least squares (GLS). The step response data were studied
to identify any parameter variation/non-linear effects in a rudder
angle/yaw rate model of first order when demanded rudder angle and
ship's speed were varied.

The determination of the parameters of the steering dynamics of
a ship can be considered to be the first step in the design of feed-
back controllers for course- and track-keeping. Ship steering control
systems have undergone many refinements since the first designs
appeared some 60 years ago (11). However, progress in the design of
ship autopilots has not been as rapid as the advances in modern
control theory. Conventional autopilots currently in use in many
different types of ships fail to take account of variations in the
ship's dynamic behaviour, due to speed, loading conditions and
environmental factors such as wind, waves, water depth etc. There
has thus been a growing interest in autopilots that are adaptive in
nature in order to overcome these known variations. For example,
both model reference techniques (12) and optimal linear quadratic
controllers (13) have been examined in the context of autopilot
design. More recently, the concept of "self-tuning control" (14), (15),
has been investigated by a number of authors (16), (17), (18). In
this paper, we use digital simulation methods to assess the perform-
ance of the self-tuning controller algorithm when the ship dynamics
are described by models derived from the frigate sea trials discussed
earlier.

2. GENERALISED LEAST SQUARES (GLS) IDENTIFICATION

In common with all time domain methods of system identification,
the GLS approach requires a digital computer to process the input/
output data records. For this particular study, use was made of an
identification package,SPAID (19), developed at the Department of
Control Engineering, University of Sheffield. The programs comprising
the package are interactive via a graphic display terminal with user
intervention to control the identification procedure. In order to
make the results more meaningful, a brief summary of the GLS method
is given below.

A discrete time stochastic system may be mathematically modelled
by the equation:

Yt 
z
-k B(Z-)u D(Z-') t (2.1)

A(s-') C(z- )
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where Yt is the system output at time t

ut is the system input at time t

Ct is an uncorrelated (ie white noise) sequence

z-' is the backward shift operator

k is the system time delay

and A, B, C, D are polynomials of the form:

A(z
- ) 

=1 + az
-  

+... + anz-n B(z-
1
) = blz

-1 
+ b zz-2 + ...+bnz-n

C(z
-
'
)  

1 + clz
-
' *.. + Cnz-n D(z

-1
) = 1 + dz-1 + ... + dnZ

-n

Equation (2.1) is more conveniently written as the difference equation
AY= z-k But + AD

Ay- t t (2.2)

The least squares estimates of the process parameters (ai, bi) will
be biased unless ADC-' = 1, (20), and the OLS method attempts to
transform the data Such that the error term et = ADC-IEt is reduced
to an uncorrelated sequence Et. The algorithm consists of the
following steps:

1. Make an ordinary least squares fit to the data for the unknown
parameters (ai, bi ) in the model:

Ayt = z-k But + ADC-' Et (2.3)

2. Analyse the residuals

et = Ayt - z But (2.4)

(Note: The ^ symbol denotes estimated value),

and fit an autoregression

Fet 
= 

Et (2.5)

where F approximates (ADC-1).

3. Filter the process input and output with the autoregression F
to produce two new sequences

yt F y tt I (2.6)

ut 
F 

= Ut

4. Make a new least squares fit using the filtered inputs and
outputs of (2.6) and repeat the procedure from Step 2. Thus, by
obtaining a least squares estimate of the process model to start the
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procedure and then iterating between estimates of the noise and process
parameters, unbiased estimates can be obtained from noise-corrupted
data. The model which results is of the form:

A(Fyt) =-k B(Fut) + Et (2.7)

3. SHIP MODELS FROM PRBS TRIALS

3.1 Preliminary Data Manipulation

The recorded variables that were considered to be of most
interest in this study were

(1) Demanded rudder angle (6d0),

(2) Actual rudder angle (6a0 ),

(3) Yaw rate (°/s)

Before any SPAID analysis was carried out, the raw analogue
data was successively:

(a) Amplified to increase the voltage levels.

(b) Low-pass filtered at a cut-off frequency of
0.75 Hz to remove high frequency noise.

(c) Sampled at a frequency of 5 Hz. This frequency
wss chosen after consideration of the 1 second clock
period of the PRBS input signal.

The PRBS trials were repeated at four different speeds of
the ship and the duration of each trial was - 20 - 30 mins.
This, together with the relatively short sample period of 0.2 sec
ensured a large number of data records. The graphics routines
within SPAID limited the number of points to 1024 so the trials
data was segmented into blocks of 1000/1024 points and one
segment of data was analysed at a time.

3.2 Estimation of Parameters of Difference Equation Model

The data to be analysed first were recorded during the PRBS
trial at 16 kts, for which the demanded rudder angle was set to
±80. Assuming that the system order is unknown, an 'a priori'
model order test can be invoked within the SPAID package to give
some indication of both model order and time delay. Exploratory
work showed that a 3rd order model was appropriate when the
input/output variables were actual rudder angle and yaw rate
respectively. The parameter estimates obtained for the ARMA
process model and the 10th order autoregressive noise model
are given below:
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Process Model Parameters Noise Model Parameters

a, = -1.154 t 0.029 =~ -0.27 f6  0.108

a2 =-0.296 1 0.047 f, 0.459 f, =-0.307

=3 0.459 1 0.029 =3 -0.073 =8 0.126

z-0.209 1 0.019 =0.164 =, -0.127

; 2 =0.320 t 0.036 =5 -0.196 i,. 0.211

=-0.124 t 0.019 t 0.03 for all f

Poles Zeros

0.972 0.765 :t jO.102

0.784

-0.602 System Gain =-1.412
The success, or otherwise, of the estimation can be displayed
graphically as shown in Pig 3.1.

RUDDER ANGLE

+1.7

YAW RATE

+2.3,

-2.3

1000 PTS

Fig 3.1 GLS Estimation Results with Third Order Model
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It is reasonable to infer from these results that the
process parameters have been satisfactorily estimated. The
poles anO zeros of the estimated pulse transfer function are
given above. It is a well-known result from sampled-data theory
(21) that the z-transform z = e

sT 
uniquely maps the poles of

the continuous transfer function G(s) to corresponding poles
of the pulse transfer function G(z). This result does not
apply to the zeros of G(s) and G(z). Thus the main features
of the continuous time model can be deduced from an examination
of the pole positions in the estimated process model. Taking
each of the process model poles in turn:

(1) a, = 0.972 5 T, = 7.04 sec

(2) a 2 = 0.784 E T, = 0.82 sec

(3) a3 -0.602

The presence of a single pole on the negative real axis of the
z-plane dogs not correspond to any single pole position in the
s-plane. Astrdm et al (3) observed this effect in their
identification work on merchant ships and attributed the position
of this pole to round-off noise due to quantisation error from
the ADC. This explanation can be applied in this case also
since an 8-bit device was used as the ADC.

The differences in magnitude between the remaining
equivalent time constant values suggest an effective step
response close to that of a first order lag having a time constant
of approximately 7 sec. The system gain was evaluated as -1.412
but it must be remembered that this refers to the sampled signals.
When the appropriate calibration values for rudder angle (deg/
volt) and yaw rate (deg/sec/volt) are included, the system gain
is given by K = -0.122 see

-
'.

3.3 Effect of Ship's Speed on Estimated Parameters

During the sea trials, the tests were conducted at four
different speeds viz 7, 12, 16 and 23 kts. Thus the procedures
described in (3.2) can be repeated for the different speeds with
a view to assessing in quantitative terms any changes in the
ship dynamics with speed. The parameters obtained for 1000 data
points from each test are shown in Table 3.1. The 16 kt data
is repeated for comparison purposes.

Speed a, a 2  a$ b, b 2  b3

7 -0.681 -0.562 0.264 -0.082 -0.013 0.037

12 -0.845 -0.742 o.646 -0.162 0.246 -o.o91

16 -1.154 -0.296 0.459 -0.209 0.320 -0.124

23 -0.713 -O.O16 -0.236 -0.279 0.126 0.070

Table 3.1 Variation of 3rd order model coefficients with ship's
speed GI 4-6



The variation in the poles and zeros of the model over the same
speed range is given in Table 3.2.

Speed Poles Zeros
(Kt)

1 2 3 1 2

7 0.988 0.390 -0.689 0.754 -0.590

12 .856+j.105 .856-j.105 -0.868 0.641 0.877

16 0.972 0.784 -o.602 .765+j.102 .765-j.10;

23 0.976 .132+j.474 -.132-j.474 0.776 -0.325

Table 3.2 Variation of poles and zeros with ship's speed

The results relating to the various models obtained at different
ship speeds are potentially the most interesting given that PRBS
signals of the same amplitude are applied in each case. However,
close examination of the data revealed that the amplitudes of
the PRBS rudder demand signal were not constant at all the
speeds considered. Notwithstanding these inconsistencies, the
results do indeed suggest considerable changes in the ship's
steering characteristics when the speed is increased over a
significant range (eg 7 - 23 kts).

For example, from the
pole positions of the Speed PRBS Rudder Approximate Time
estimated discrete Speed Rder Aoxiat Te
time model, the Angle (deg) Constant Csec)
equivalent first order
lag time constant 7 ±8 16
changes in the manner 12 ±4 N/A
shown in Table 3.3. 16 ±8 7

23 ±4 8

Table 3.3 Variation in first order model
time constant with speed/rudder
angle from PRBS tests

The absence of an approximate time constant for the 12 kt
', speed zondition in Table 3.3 requires some comment. The GLS

estimation for this data produced a very poor data fit as is
shown in Fig 3.2.
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RUDDER ANGLE

-1.7

YAW RATE

+2.8l ' w r  " V V - -"

PREDICTED YAW RATE

+2.8

1000 PTS

Fig 3.2 GLS Estimation for 12 kt Ship Data

An inspection of the recorded yaw rate signal shows a very
definite low frequency oscillation present in the data. This
oscillation does not arise directly from the stimulus provided
by the rudder input; in fact, the approximate period of
oscillation, 14 sec, coincides with the roll period of oscillation.

4. SHIP MODELS FROM STEP RESPONSE TRIALS

The sea trials program included rudder demand signals other than
PRBS which were discussed in the preceding section. Step changes in
rudder were also used at the various speeds and it was found that
this form of excitation was unsuitable for parameter estimation
algorithms such as GLS. This confirms the previously stated
observation (20) that for satisfactory identification of the parameters
of a system, the input stimulus must be "persistently exciting". Thus
the primary objective of this exercise was restricted to an examination
of the raw analogue data in order to identify any variations in gain
K and time constant T of the simple first order (Nomoto) model

- 1 + aT(4.1)

when 6a  and ship's speed are varied.
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4.1 Effect of Rudder Demand on Yaw Rate Gain

The speed of the ship was set at a nominal 16 kt and
measured rudder demands of ±80, ±170 and ±270 were success-
ively applied. The actual recorded data is shown in Fig 4.1
(a), (b) and (c).

The variation of H41)

yaw rate with rudder
angle extracted from 2.0
Fig 4.1 has the
non-linear character-
istic shown in 1.0.
Fig 4.2 This non-
linearity may be
described in
analytical terms by I0
the cubic relation -30 -20 -10 10 20 30 6

6 =aW I b i' (4.2) -.

where a, b are found
from least squares -2.01
curve fitting to be:

a =9.J42 b =2.24 Fig 4.2 Cubic polynomial fit to 6 -
data

4.2 Effect of Ship's Speed on Yaw Rate Gain

Since the trials were conducted at four different ship
speeds, the recorded data can be used to investigate the
variation in yaw rate gain with speed. It was found that the
magnitude of the rudder step demands were not consistent at
each of the four speeds. Fig 4.3 (a), (b) and (c) show the
step responses for the ship at 7 kz, 12 kt and 23 kt, the 16 kt
case having been
covered in {4.1).
The measured yaw rate (/) 160
values can be
"normalised" with 1.0.
respect to applied
rudder angle to produce

ivalen8 values for 0 80
and 16 steps overthe speed range 0.5 0

considered. The
amended results are
shown in Fig 4.4 where
an almost linear
relationship is
indicated for both 80 10 20 Speed(kts)
and 160 equivalent
rudder angles. Fig 4.4 Variation of Steady State

Yaw Rate with Ship's Speed
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(a)

0.75

20

(b) 0

1.5
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200

10.

S(Cc) 0
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Fig 4.1 Rudder Step Response Data at 16 kt
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20
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(a)

7 kt

0.75

1.5

60

206

10,

(b)

12 kt

0.75'

1.5

2.25.

0

0

1-5

Fig 4.3 Rudder Step Response Data at different ship speeds

GI 4-11



4.3 Variation in 6 - Time Constant

In principle, the step response data can also be analysed
to determine the effective time constant of the transfer function
given in equation (4.1). However, accurate measurements were
difficult to obtain due to the significant noise level present
in the data. In qualitative terms, the results indicate that
the variation of T with ship's speed is highly non-linear whereas
a linear relationship is suggested between T and 6 which is
somewhat unexpected.

To summarise, the parameters K, T of the first order
transfer function model (4.1) vary with both ship's speed and
applied rudder angle. These variations as measured from
simple rudder step tests are tabulated in Table 4.1 below:

Speed (kts) 6 (deg) K (sec-1 ) T (see)

7 19 0.031 15.5

12 16 0.055 8.5

16 8 0.093 8.5

17 0.078 8.0

27 0.063 6.5

23 8 0.113 6.0

Table 4.1 Variation of K, T with speed/rudder angle

The data from the rudder step response tests provide a
valuable back-up to the models derived using GLS estimation
and PRBS rudder excitation. In addition to the actual rudder
angle and yaw rate signals shown in Fig 4.1 and Fig 4.3, the
measured roll angle (0o) of the ship is also included. This
extra signal is useful in attempting to explain the oscillations
present in the data which were noticed earlier in the PRBS tests,
particularly at the 12 kt speed condition. The amplitude of the
yaw rate oscillatory component is clearly directly propc',tional
to the roll angle signal and the frequencies of the two signals
are equal. There is a detectable phase shift between the two
signals thus ruling out any interaction between the roll angle
and yaw rate transducers which might have caused similar
characteristics in both measurements. Since the ship's roll
stabilisers were not operating during these particular trials,
the conclusion reached is that the roll angle - yaw rate
oscillations are due to the prevailing sea state.

The roll signal is also useful in recognising the presence
of the rudder-to-roll angle cross-coupling which is an effect
largely ignored in discussions relating to merchant ships. For
a fast manoeuvrable warship, however, there is considerable
interaction between the rudder/yaw and fin/roll channels
leading to difficulties if feedback controllers are designed on

GI 4-12
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a single loop basis. An integrated steering/stabilisationmultivariable control strategy has been proposed (22) to overcome
these problems.

The rudder angle/yaw rate step test is effectively.the
Dieudonng Spiral Manoeuvre for stable ships and the 6 -
characteristic (Fig 4.2) is the spiral curve for the ship. It
is interesting to note that the 3rd order polynomial gives a
good fit to the data confirming the presence of non-linear effects
introduced when large rudder angles are demanded. The simple
linear equation relating i to 6 can therefore be amended to
include this non-linear term giving

H 6 (4.3)

where H() = a + biP.

The remainder of this paper is concerned with the design
of ship course control systems using the models derived above
from the sea trials data. Specifiually, we examine the
performance of the self-tuning controller algorithm using an
extension of the interactive block-oriented simulation program
PSI (23).

5. APPLICATION OF THE SELF-TUNING CONTROLLER ALGORITHM TO FRIGATE

DYNAMICS

5.1 The Self-Tuning Controller (STC) Algorithm

In general terms, self-tuning algorithms may be considered
as 'performance-oriented' control algorithms. That is, the user
specifies a desired closed-loop performance, usually in terms of
the minimisation of a selected cost function, and the algorithm
attempts to attain this performance despite unknown and/or
slowly varying plant parameters.

The performance objective of the original 'self-tuning
regulator' (14) is the minimisation of the variance of the
process output ie

I E{y
2 
t+k ) (5.1)

where E{.} - expectation operator, y - system output, k - system
time delay.

Two limitations in this basic algorithm are that no set
point following is included and there is no penalty on control
effort. These are significant points in a ship steering control
system since set point following is essential if the desired
course is constantly changing and excessive rudder action (control
effort) should be avoided. The more general 'self-tuning
controller' algorithm has been interpreted (24) to give a wide
variety of performance objectives.

This algorithm has the cost function

1 E{(Pyt+k - Rwt)2 + QUt2} (5.2)
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where wt - set point, ut - control input and P, Q, R can be

polynomials or rational functions in z-' (see (24)).

The optimal control law for a system with known parameters
can be shown to be of the form:

Ut : foYt * fyt-.+ ... + g,ut.,+ ... + howt + hwt_,+.

(5.3)

or Fyt + Gut + Hwt = 0

For systems whose parameters are unknown, the coefficients of
the polynomials F, G and H are estimated on-line using recursive
least squares.

5.2 Simulation of the STC using PSI

The simulation of the STC applied to the frigate models
is achieved using an extension of the PSI continuous system
simulation program. Iniially, the open loop dynamics of the
ship and steering system are set up using PSI blocks (see (23)).
Then the user specifies particular blocks whose outputs are to
be fed to the external control program at a chosen sampling
interval. The external control program is written in FORTRAN
and must be run from a separate terminal to the PSI simulation.
This two terminal facility enhances the simulation since the
open-loop ship system and digital controller (STC) are physically
separate. In addition, the effects of limited word length
ADC and DAC number representation can also be investigated thus
creating a more meaningful simulation with respect to any future
real-time implementation.

A block diagram of the feedback control system
configuration is shown in Figure 5.1.
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Fig 5.1 Block diagram of Ship Steering Simulation Model

Shipp Dnamics - the linear and non-linear frigate models were
in t h imulation with parameters corresponding to a ship's

speed of 16 kt, ie ' 0.0107 sec -2 , a' = 0.11 sec-1 and
H(*) = 9.42 + 2.24 '

. 
Rudder movement was restricted to a

maximum of ±200 and rate limiting of 60 /sec was incorporated -
this figure having been derived from measurements of the step
responses.

Disturbances - The modelling of the yaw angle disturbances due
to the environment (waves, wind, etc) is a complex problem.
To obtain a general solution it is necessary to analyse wave
motion and ship response spectra using large seakeeping program
packages (25). For the purposes of this study, a 2nd order
filter approximating the sea wave spectrum is cascaded with a
low pass filter which converts the wave disturbances into yaw
angle disturbances. The filter gain is adjusted to give a
realistic yaw disturbance intensity given the particular ship
hull characteristics. The bandpass centre frequency was chosen
to be w = 0.72 rad/sec corresponding to a significant wave
height of 3 metres.

STC Algorithm - One feature of the STC algorithm is that certain
parameters have to be selected by the user at start-up. Some
examples are system parameters such as model order and time delay,
controller parameters such as P, Q, R weighting functions and
sampling time, and estimator parameters such as exponential
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weighting factor, initial estimates and initial covariance
matrix. It has been argued (26) that most of these parameters
are relatively easy to choose and that closed-loop control
is tolerably insensitive to their values. Some parameters
depend on the control design method involved and in the examples
presented below the parameters chosen correspond to the STC in
its original form. Specifically, the values selected were:

P = 1.0 Q = 1.0 R = 1.0

Initial covariance matrix P0  10I Sample period = 1 sec

Initial parameter estimate e0  ff0.0 0.0 0.5 0.0 -1.0 0.0]

F G H

Estimated order of A, B, C = 2, 1, 1 System description of the1 form
Estimated time delay = I zkBut

Exponential weighting factor = 0 
= 
0.995

Example 1

Recursive estimation algorithms, such as those included
within the STC, are susceptible to numerical problems when
limited word-length hardware is used. Thus, the facility
within extended PSI to simulate different word-length ADC/DAC
operations enhances the designer's capability to predict the
performance of the STC in real-time. The simulation of the
ADC/DAC is carried out by ensuring only integer numbers are
passed to the external control program with limits on the
maximum integer values dependent on the number of bits in the
ADC/DAC.

Fig 5.2(a) shows the response of the linear frigate model
under self-tuning control when a series of 200 course changes
are demanded. The ADC/DAC word length for these responses was
12-bit and the corresponding controller parameter estimates are
shown in Fig 5.2(b). If the word length of the ADC/DAC operation
is now reduced to 8-bit then, for the same sequence of course
changes, the estimates shown in Fig 5.2(c) are obtained. It
can be seen that resolution is degraded when 8-bit conversion is
used which is to be expected given the smaller range of integer
number representation.

Although the 8-bit case gave only a marginally different
response (not shown) to that of Fig 5.2(a), the differences
apparent in the parameter estimates do indicate that consideration
of the quantisation effects of the ADC/DAC process may be
important. These effects would not be highlighted using
conventional digital simulation methods thus giving further
justification to the extended PSI approach.
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Fig 5.2 Effect of ADC/DAC Word length on STC Parameter
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Example 2

Ship autopilots can be designed using analytical methods
(eg root locus/frequency response compensation, linear optimal
control theory) when the steering dynamics are described by
linear transfer function models. However, such methods are not
generally applicable when the dynamics exhibit non-linear
characteristics. For non-linear systems, the design must be
formulated as an optimisation problem.

This second example compares the performance of the STC
with an optim,*;ed PID controller when a single course change of
200 is demanded and the ship dynamics are represented by the
16 kt non-linear frigate model. The STC parameters were the
same as the previous example and the coefficients of the
optimised PID controller were determined by minimising an
"integral of absolute error" type of performance index. The
optimisation is accomplished using a hill-climbing procedure
and is, in fact, invoked as a facility within PSI. The optimal
values of the coefficients were found after 42 iterations to
be:

Kp = 3.2 K.i = 0.3 Kd = 16.1

Fig 5.3(a) shows the response of the ship using a PID controller
with these coefficients, while Fig 5.3(b) shows the response when
the STC is used. The corresponding parameter estimates are
shown in Fig 5.3(c).

It is interesting to note the similarity in the yaw angle
responses despite the different rudder actions used by the
controllers to achieve them. The PID controller remains satur-
ated at the 200 limit for approximately 10 see during the
manoeuvre whereas the STC barely reaches this maximum deflection
before gradually returning to the midships position. Both
responses are characterised by a small overshoot. The increased
fluctuations in the parameter estimates compared with the previous
example can be attributed to (i) greater resolution in the
graphics routine due to a shorter final time (100 sec) and
(ii) the delay of 10 sec from start up before applying the
course change. During this initial period, the parameter
estimator within the STC receives virtually no new information
from the system and so it is not unreasonable to expect the
controller parameters to take longer to "tune-in" to steady
values.

6. CONCLUSIONS

The results from both the GLS parameter estimation and the
rudder step responses confirm that there is significant variation in
the parameters of the ship model as a function of both ship's speed
and applied rudder angle. Moreover, the agreement between the
results obtained by the different methods suggests that one can
indeed quantify these variations with some degree of confidence. For
example, given a speed change from 7 kt to 16 kt and a demanded
rudder angle between 160 - 190, then the gain K and time constant T
of the Nomoto model (equation 4.1) change by = 150% (increase) and
= 50% (decrease) respectively.
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Fig 5.3 Step Responses of Non-Linear Frigate Model using
Optimised PID and Self-Tuning Control
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It is doubtful if further analysis of the 12 kt data using GLS
would have produced better results because of the dominant low
frequency oscillatory component present in all the data recorded at
this speed. This phenomenon requires further investigation since
any control algorithm which uses a process of identification, either
implicitly or explicitly, is likely to produce an inferior performance
under such conditions.

The results have shown that much valuable information regarding
the rudder angle/yaw rate dynamics can be deduced from simple rudder
step response tests. These tests have the advantage that they are
easy to carry out and do not require the preparation necessary with
PRBS excitation.

The input forcing function for all the GLS estimation results
was the actual rudder angle. It has been shown (27) that difficulties
occur when applying parameter estimation techniques for input/output
data records when the demanded rudder angle is used as the input
instead of the actual rudder angle. This is because the closed-loop
rudder servo dynamics are included in the input-output model.
Moreover, when the input signal is changing rapidly as with the PRBS,
the rudder demand and rudder actual signals are quite different so
identification methods which rely on the input signal having the
properties of PRBS (eg correlation methods) could not be used with
confidence.

The extended PSI simulation program has a number of advantages
over other more conventional approaches to digital simulation. These
have been clearly identified in this particular application where
the recursive STC algorithm has been used as an autopilot design
strategy.

It has been shown that the limited word-length hardware of
ADC/DAC circuits can be simulated quite effectively which encourages
a smoother transition from simulation design to actual implementation.
This is especially important when algorithms such as the STC are used
since numerical instabilities within the estimator could lead to
unsatisfactory controller performance.

The second example demonstrated that the self-tuning controller
compared very favourably with an optimised PID controller when the
system dynamics were described by the non-linear frigate model.
This is also important since the theoretical foundation of the
STC algorithm assumes linear system dynamics and the results
presented lend further weight to the concept of self-tuning algorithms
for ship steering systems (which are clearly non-linear).

'* Future work in this area will involve the implementation of a
microprocessor-based STC with an analogue model of the non-linear
steering dynamics of a frigate. In addition, the use of a multi-
variable self-tuning strategy (28), (29) should be investigated given
the interaction between the rudder/yaw and fin/roll channels
discussed earlier.
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